
                         
                    

                     ISSN(Online):  2320-9801 
        ISSN (Print) :  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 6, June 2016      
    

Copyright to IJIRCCE                                                         DOI: 10.15680/IJIRCCE.2016. 0406388                                          12882 

     

Analysis on Fast Nearest Neighbor Search 
with Keywords 

 
Pramod Khandare, Dr. Nilesh Uke  

Department of Information Technology, SCOE Vadgaon, Pune, India 

 
ABSTRACT:  Many search engines are used to search anything from anywhere; this system is used to fast nearest 
neighbor search using keyword. Existing works mainly focus on finding top-k Nearest Neighbors, where each node has 
to match the whole querying keywords .It does not consider the density of data objects in the spatial space. Also these 
methods are low efficient for incremental query. But in intended system, for example when there is search for nearest 
restaurant, instead of considering all the restaurants, a nearest neighbor query would ask for the restaurant that is, 
closest among those whose menus contain spicy, brandy all at the same time, solution to such queries is based on the 
IR2-tree, but IR2-tree having some drawbacks. Efficiency of IR2-tree badly is impacted because of some drawbacks in 
it. The solution for overcoming this problem should be searched. The spatial inverted index is the technique which will 
be the solution for this problem.  
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I. INTRODUCTION 

 
Nearest neighbor search (NNS), also known as closest point search, similarity search. It is an optimization problem for 
finding closest (or most similar) points. Nearest neighbor search which returns the nearest neighbor of a query point in 
a set of points, is an important and widely studied problem in many fields, and it has wide range of applications. We 
can search closest point by giving keywords as input; it can be spatial or textual. A spatial database use to manage 
multidimensional objects i.e. points, rectangles, etc. Some spatial databases handle more complex structures such as 3D 
objects, topological coverage’s, linear networks. While typical databases are designed to manage various NUMERIC’S 
and character types of data, additional functionality needs to be added for databases to process spatial data type’s 
efficiently and it provides fast access to those objects based on different selection criteria. Keyword search is the most 
popular information discovery method because the user does not need to know either a query language or the 
underlying structure of the data. The search engines available today provide keyword search on top of sets of 
documents. When a set of query keywords is provided by the user, the search engine returns all documents that are 
associated with these query keywords. Solution to such queries is based on the IR2-tree, but IR2- tree having some 
drawbacks. Efficiency of IR2-tree badly is impacted because of some drawbacks in it. The solution for overcoming this 
problem should be searched. Spatial inverted index is the technique which will be the solution for this problem. Spatial 
database manages multidimensional data that is points, rectangles. This paper gives importance spatial queries with 
keywords. Spatial queries with keywords take arguments like location and specified keywords and provide web objects 
that are arranged depending upon spatial proximity and text relevancy. Some other approaches take keywords as 
Boolean predicates, searching out web objects that contain keywords and rearranging objects based on their spatial 
proximity. Some approaches use a linear ranking function to combine spatial proximity and textual relevance. Earlier 
study of keyword search in relational databases is gaining importance. Recently this attention is diverted to 
multidimensional data . N. Rishe, V. Hristidis and D. Felipe has proposed best method to develop neighbor search with 
keywords. For keyword-based retrieval, they have integrated R-tree with spatial index and signature file. By combining 
R-tree and signature they have developed a structure called the IR2-tree. IR2-tree has merits of both R-trees and 
signature files. The IR2-tree preserves object’s spatial proximity which important for solving spatial queries. 
 

II. PROBLEM DEFINATION 
 

Implement k nearest neighbor search algorithm using mat lab for given data set and to find out closest point from give 
query also analyze the result fetch time and accuracy. Implement the Inverted index algorithm by extending point the k 
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nearest neighbor and forming R tree to find closest point from given set of query and also analyze the result against 
time and result accuracy.  
 

III. LITERATURE SURVEY 
 

In the paper ‘fast nearest neighbor search with keywords’, there are methods like spatial index, inverted index, nearest 
neighbor search. The first method spatial index is used for creating indices because there is huge amount of data need to 
be stored for searching that data stored in the form of xml documents. If the data storage created in the form of indices 
then space required is less also time needed for searching the keyword is less. 
 
Second method is inverted index. The inverted index data structure is a central component of a typical search engine 
indexing algorithm. A goal of a search engine performance is to optimize the speed of the query: find the documents 
where word occurs. Once an index is developed, which provisions lists of words per document; it is next inverted to 
develop an inverted index. Querying the index would require sequential iteration through each document and to each 
word to verify a matching document. The time memory and processing property to execute such a query are not always 
theoretically realistic. Instead of listing the words per article in the index, the inverted index data structure is developed 
which lists the documents per word. The inverted index produced, the query can now be determined by jumping to the 
word id in the inverted index. These were effectively inverted indexes with a small amount of supplementary 
explanation that required a implausible amount of attempt to produce. 
Third method is nearest neighbor search. Nearest neighbor search (NNS), also identified as closeness search, parallel 
search is an optimization problem for finding closest points in metric spaces. In the paper ‘Efficient Keyword-Based 
Search for Top-K Cells in Text Cube’ methods used are inverted-index one-scan, document sorted-scan, bottom-up 
dynamic programming, and search-space ordering. In the top k cells, there is a searching of nearest key to the query. 
Cubes forms clusters of single unique group which shows its identity. Method like inverted index used for giving index 
rather than providing whole data which can be space consuming. 
 
Existing System:  
Spatial queries with keywords have not been extensively explored. In the past years, the community has sparked 
enthusiasm in studying keyword search in relational databases.  It is until recently that attention was diverted to 
multidimensional data. The best method to date for nearest neighbor search with keywords is due to Felipe et al.. They 
nicely integrate two well-known concepts: R-tree, a popular spatial index, and signature file, an effective method for 
keyword-based document retrieval. By doing so they develop a structure called the IR2 -tree, which has the strengths of 
both R-trees and signature files. Like R-trees, the IR2 - tree preserves objects’ spatial proximity, which is the key to 
solving spatial queries efficiently. On the other hand, like signature files, the IR2 -tree is able to filter a considerable 
portion of the objects that do not contain all the query keywords, thus significantly reducing the number of objects to be 
examined. 
 
Disadvantages of Existing System: 

1. Fail to provide real time answers on difficult inputs. 
2. The real nearest neighbor lies quite far away from the query point, while all the closer neighbors are 

missing at least one of the query keyword 
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IV. PROPOSED SYSTEM 

 
 
 
In this paper, we design a variant of inverted index that is optimized for multidimensional points, and is thus named the 
spatial inverted index (SI-index). This access method successfully incorporates point coordinates into a conventional 
inverted index with small extra space, owing to a delicate compact storage scheme.  Meanwhile, an SI-index preserves 
the spatial locality of data points, and comes with an R-tree built on every inverted list at little space overhead. As a 
result, it offers two competing ways for query processing.  We can (sequentially) merge multiple lists very much like 
merging traditional inverted lists by ids. Alternatively, we can also leverage the R-trees to browse the points of all 

Table No.1 Comparison of Nearest Neighbor Techniques. 

No. Technique Key Idea Advantages Disadvantages Target Data 
1 k Nearest Neighbor (kNN) Uses nearest neighbor rule Training very fast, 

simple &easy to learn, 
robust to noisy 

training data and 
effective if mining 

data large. 

Biased for value k, 
computational 

complexity, memory 
limitation, runs slowly, 

easily fooled by 
irrelevant attributes. 

Large data 
sample. 

2 Weighted k Nearest Neighbor 
(kNN) 

Assign weights to neighbors 
as per distance calculated. 

Overcomes limitations 
of kNN of assigning 

equal weight to k 
neighbors implicitly, 

use all training 
samples not just k, 

algorithm global one. 

Computation 
complexity increases in 

calculating weights, 
algorithm runs slow. 

Large sample data 

3 Condensed Nearest Neighbor 
(CNN) 

Eliminate data sets that 
show similarity and do not 
add any extra information. 

Reduce size of 
training data, 

improves query time& 
memory requirements, 
reduce the recognition 

rate. 

CNN order dependent, 
unlikely to pick up 

points on boundary and 
computational 
complexity. 

Data set where 
memory 

requirement is 
main criteria. 

4. Model based k Nearest 
neighbor (MkNN) 

Model constructed from data 
& classifies new data, using 

model. 

More classification 
accuracy, value of k 

selected automatically, 
high efficiency as 
reduces number of 

data points. 

Do not consider 
marginal data outside 
the region.  

 

Dynamic web 
mining for large 
repository.  

 

5 Pseudo/Generalized Nearest 
Neighbor (GNN) 

Utilizes information of (n-1) 
neighbors also instead of 

that of the nearest neighbor 
only. 

Uses (n-1) classes that 
consider the whole 
training data set. 

Does not hold good for 
small data, 
computational 
complexity.  

 

Large data set.  
 

6 Orthogonal Search Tree 
Nearest Neighbor  

 

Uses orthogonal trees.  
 

Less computation 
time, effective for 

large data sets.  
 

Query time more.  
 

Pattern 
recognition  
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relevant lists in ascending order of their distances to the query point. As demonstrated by experiments, the SI-index 
significantly outperforms the IR2 -tree in query efficiency, often by a factor of orders of magnitude. 
 
Advantages of Proposed System: 

1. Distance browsing is easy with R-trees. In fact, the best-first algorithm is exactly designed to output data 
points in ascending order of their distances 

2. It is straight forward to extend our compression scheme to any dimensional space 
: 

System Architecture: 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

          
Figure 1: Proposed Structure Interface 

 
Solution is based on two Method: 
 

1) Solutions based on Inverted Indexes 
2) Merging and distance browsing 

 
1. Solutions based on Inverted Indexes 
For keyword based document retrieval, Inverted Indexes 
have proven to be an effective access method. We can 
consider the text description Wp of a point p as a document, and then we can build an I-index. Each word in the 
vocabulary has an inverted list which enumerates the ids of the points that have the word in their documents. To 
provide significant ease in query processing by allowing an efficient combine step, a sorted order of point ids is 
maintained the list of each word. For example, suppose that we want to find the points which have words c and d. Then 
the intersection of the two words’ inverted lists is essential to calculate. It will be done by merging them, as both lists 
are sorted in the same order, whose Input / Output and Processing times are both linear to the total length of the lists.  
 
In Near Neighbor Search with IR2-Tree, point retrieved from the index must be verified which means load and check 
its text description. For Inverted Index technique, verification is also necessary but for exact opposite reason. In IR2-
Tree, verification is required because we do not have the detailed texts of a point. But in I-index, it is done because we 
do not coordinate. In particular, a given Near Neighbor query q with keyword set Wq, the query algorithm of I-index 
first by merging generates the set Pq of all points that have all the keywords of Wq, and then, performs |Pq| random 
I/Os to get the coordinates of each point in Pq in order to evaluate its distance to q. 
 
2.Merging and distance browsing 
As verification is affecting performance, we should try to evade it. The simplest way to avoid it mentioned in Inverted 
Index is that one needs to store the coordinates of each point together with each of its appearances in the inverted lists. 
The formation of an IR-tree on each list indexing the points is motivated by the presence of coordinates in the inverted 
lists. With such a combined structure, we will how to execute keyword-based nearest neighbor search. In the RTree, we 
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are allowed to solve uneasiness in the way in which Near Neighbor queries are processed with an I-Index. At present, 
first we have to obtain all the points carrying all the query words in Wq by merging several lists, to answer a query. It is 
not fair, if the point p of final results, present literally close to the query point q. The algorithm can stop its execution 
right away if we could find p very early in all the related lists which will be great. This can be true, but for that if we 
can search in the list simultaneously by distances as opposed to by ids. A point p would be easily discovered if we can 
process the points of all lists in ascending order of their distances to q and also its copies in lists can appear in sequence 
in our process order. For that we have to go on counting number of copies of same point that has came across 
continuously. Then by reporting, we can terminate when count reaches at |Wq|. Remembering only one count at any 
instant is sufficient, as it is secure to forget the preceding count when new point occurs. 
 

V. CONCLUSION 
 

In this review Paper, we have study a Searching Nearest Neighbor based on Keywords using Spatial Inverted Index and 
evaluate the needs and challenges present in Nearest Neighbor Search. This report covers existing techniques for that 
and also covers upon new improvements in current technique. In this paper, we have surveyed topics like IR2 – Tree, 
Drawbacks of the IR2-Tree, Spatial keyword search, Solutions based on Inverted Indexes. Future scope In the future it 
will like to suggest deploying this proposed online work for testing purpose in real time environments like education 
systems, medical systems, banking where users can provide their feedbacks as well as system itself can provide their 
better feedbacks and check its real time performances. 
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