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ABSTRACT: Delay Tolerant Networks are characterized by the sporadic connectivity between their nodes and 
therefore the lack of stable end-to-end paths from source to destination. Since the future node connections are mostly 
unknown in these networks, opportunistic forwarding is used to deliver messages. To making effective forwarding 
decisions using only the network characteristics (i.e. average intermeeting time between nodes) extracted from contact 
history is a challenging problem. Based on the observations about human mobility traces and the findings of previous 
work,introduce a new metric called conditional intermeeting time, which computes the average intermeeting time 
between two nodes relative to a meeting with a third node using only the local knowledge of the past contacts.They 
look at the effects of the proposed metric on the shortest path based routing designed for delay tolerant networks. To 
propose Conditional Shortest Path Routing (CSPR) protocol that routes the messages over conditional shortest paths in 
which the cost of links between nodes is defined by conditional intermeeting times rather than the conventional 
intermeeting times.Through trace-driven simulations, to demonstrate that CSPR achieves higher delivery rate and lower 
end-to-end delay compared to the shortest path based routing protocols that use the conventional intermeeting time as 
the link metric. 
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I. INTRODUCTION 
 
 TCP has been the primary transport protocol used in the Internet for over 20 years. Improving TCP throughput 
is of importance due to the wide variety of applications that use TCP. A performance characteristic of TCP is that the 
rate at which its window size increases is inversely proportional to the average Round Trip Time (RTT), and the 
average window size is directly related to the throughput. Thus, reducing the RTT between connection endpoints can 
increase the window size faster, resulting in increased throughput. An intuitive way to reduce the effective RTT of a 
direct TCP connection between any two hosts is to split that connection in to multiple pipelined sub-connections such 
that each sub-connection has a lower RTT than the direct connection. To observe that the emergence of overlay 
networks provides a natural platform that can be leveraged to support splitting TCP connections by allowing peer nodes 
to select each other as in term diaries. Based on this observation, to propose Overlay TCP(oTCP), an application-level 
protocol extension to TCP that splits an end-to-end TCP connection with a high RTT in to pipelined sub-connections 
with low RTTs using in terminate nodes to achieve higher end-to-end throughput. In addition to increasing throughput, 
oTCP can also route around failures and discover paths that are better than the direct path. Thus, ending end-to-end 
transport has the potential to not only improve the throughput of a connection but also improve the reliability and 
quality of paths between endpoints. To advocate oTCP as a viable architecture for throughput demanding applications.   
 
Overlay routing has been proposed in recent years as an effective way to achieve certain routing properties, without 
going into the long and tedious process of standardization and global deployment of a new routing protocol. For 
example, overlay routing was used to improve TCP performance over the Internet, where the main idea is to break the 
end-to-end feedback loop into smaller loops. This requires that nodes capable of performing TCP Piping would be 
present along the route at relatively small distances. Other examples for the use of overlay routing are projects like 
RON and Detour, where overlay routing is used to improve reliability. Yet another example is the concept of the 
“Global-ISP” paradigm introduced in, where an overlay node is used to reduce latency in BGP routing.  
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In order to deploy overlay routing over the actual physical infrastructure, one needs to deploy and manage overlay 
nodes that will have the new extra functionality. This comes with a non negligible cost both in terms of capital and 
operating costs. Thus, it is important to study the benefit one gets from improving the routing metric against this 
cost.To concentrate on this point and study the minimum number of infrastructure nodes that need to be added in order 
to maintain a specific property in the overlay routing.Regardless of the specific implication in mind,to define a general 
optimization problem called the Overlay Routing Resource Allocation (ORRA) problem and study its complexity. It 
turns out that the problem is NP-hard, and to present a nontrivial approximation algorithm for it. They are only 
interested in improving routing properties between a single source node and a single destination, then the problem is 
not complicated, and finding the optimal number of nodes becomes trivial since the potential candidate for overlay 
placement is small, and in general any assignment would be good. To consider one-to-many or many-to-many 
scenarios, then a single overlay node may affect the path property of many paths, and thus choosing the best locations 
becomes much less trivial. To test our general algorithm in three specific such cases, It have a large set of source–
destination pairs, and the goal is to find a minimal set of locations, such that using overlay nodes in these locations 
allows to create routes (routes are either underlay routes or routes that use these new relay nodes) such that a certain 
routing property is satisfied. The first scenario is consider is AS-level BGP routing, where the goal is to find a minimal 
number of relay node locations that can allow shortest-path routing between the source–destination pairs. Recall that 
routing in BGP is policy-based and depends on the business relationship between peering ASs, and as a result, a 
considerable fraction of the paths in the Internet do not go along a shortest path. This phenomenon, called path 
inflation, is the motivation for this scenario.  
 

II. LITERATURE REVIEW 
 
Using overlay routing to improve network performance is motivated by many works that studied the inefficiency of 
varieties of networking architectures and applications.  They showed that in 30%–80% of the cases, there is an alternate 
routing path with better quality compared to the default routing path. In that TCP performance is strictly affected by the 
RTT. Thus, breaking a TCP connection into low-latency sub connections improves the overall connection performance. 
In that in many cases, routing paths in the Internet are inflated, and the actual length (in hops) of routing paths between 
clients is longer than the minimum hop distance between them. Using overlay routing to improve routing and network 
performance has been studied before in several works. The routing inefficiency in the Internet and used an overlay 
routing in order to evaluate and study experimental techniques improving the network over the real environment. While 
the concept of using overlay routing to improve routing scheme was presented in this work, it did not deal with the 
deployment aspects and the optimization aspect of such infrastructure. A Resilient Overlay Network (RON), which is 
architecture for application-layer overlay routing to be used on top of the existing Internet routing infrastructure, has 
been presented. Similar to our work, the main goal of this architecture is to replace the existing routing scheme, if 
necessary, using the overlay infrastructure. This work mainly focuses on the overlay infrastructure (monitoring and 
detecting routing problems, and maintaining the overlay system), and it does not consider the cost associated with the 
deployment of such system. The relay placement problem, in which relay nodes should be placed in an intradomain 
network. An overlay path, in this case, is a path that consists of two shortest paths, one from the source to a relay node 
and the other from the relay node to the destination. The objective function in this work is to find, for each source–
destination pair, an overlay path that is maximally disjoint from the default shortest path. This problem is motivated by 
the request to increase the robustness of the network in case of router failures. To introduce a routing strategy, which 
replaces the shortest-path routing, that routes traffic to a destination via predetermined intermediate nodes in order to 
avoid network congestion under high traffic variability. Roy was the first to actually study the cost associated with the 
deployment of overlay routing infrastructure. Considering two main cases, resilient routing, and TCP performance, they 
formulate the intermediate node placement as an optimization problem, where the objective is to place a given number 
intermediate nodes in order to optimize the overlay routing, and suggested several heuristic algorithms for each 
application. Following this line of work, to study this resource allocation problem as a general framework that is not 
tied to a specific application, but can be used by any overlay scheme. Moreover, unlike heuristic algorithms, the 
approximation placement algorithm presented in our work, capturing any overlay scheme, ensures that the deployment 
cost is bounded within the algorithm approximation ratio.   
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III. EXISTING SYSTEM 
 
Using overlay routing to improve routing and network performance has been studied before in several works. The 
routing inefficiency in the Internet and used an overlay routing in order to evaluate and study experimental techniques 
improving the network over the real environment. While the concept of using overlay routing to improve routing 
scheme was presented in this work, it did not deal with the deployment aspects and the optimization aspect of such 
infrastructure. A Resilient Overlay Network (RON), which is architecture for application-layer overlay routing to be 
used on top of the existing Internet routing infrastructure, has been presented. Similar to our work, the main goal of this 
architecture is to replace the existing routing scheme, if necessary, using the overlay infrastructure. This work mainly 
focuses on the overlay infrastructure (monitoring and detecting routing problems, and maintaining the overlay system), 
and it does not consider the cost associated with the deployment of such system. 
 
Disadvantages of existing system: 
    In order to deploy overlay routing over the actual physical infrastructure, one needs to deploy and manage 
overlay nodes that will have the new extra functionality. This comes with a non negligible cost both in terms of capital 
and operating costs. The proposed algorithmic framework that can be used in order to deal with efficient resource 
allocation in overlay routing.  
 

IV. PROPOSED SYSTEM 
 
To propose Conditional Shortest Path Routing (CSPR) protocol that routes the messages over conditional shortest paths 
in which the cost of links between nodes is defined by conditional intermeeting times rather than the conventional 
intermeeting times. Through trace-driven simulations, to demonstrate that CSPR achieves higher delivery rate and 
lower end-to-end delay compared to the shortest path based routing protocols that use the conventional intermeeting 
time as the link metric. 
 
Routing in Delay Tolerant Networks (DTN) is a challenging problem because at any given time instance, the 
probability that there is an end-to-end path from a source to a destination is low. Since the routing algorithms for 
conventional networks assume that the links between nodes are stable most of the time and do not fail frequently, they 
do not generally work in DTN’s. Therefore, the routing problem is still an active research area in DTN’s. 
 
To introduced a new metric called conditional intermeeting time inspired by the results of the recent studies showing 
that nodes’ intermeeting times are not memory less and that motion patterns of mobile nodes are frequently repetitive. 
Then, it looked at the effects of this metric on shortest path based routing in DTN’s. For this purpose, to updated the 
shortest path based routing algorithms using conditional intermeeting times and proposed to route the messages over 
conditional shortest paths. Finally, to ran simulations to evaluate the proposed algorithm and demonstrated the 
superiority of CSPR protocol.  
 
Advantages of proposed system: 
They are only interested in improving routing properties between a single source node and a single destination, then the 
problem is not complicated, and finding the optimal number of nodes becomes trivial since the potential candidate for 
overlay placement is small, and in general any assignment would be good. It consider one-to-many or many-to-many 
scenarios, then a single overlay node may affect the path property of many paths, and thus choosing the best locations 
becomes much less trivial. 
 

V. FINDING OVERLAY VERTEX CUT 
 
While finding a minimal Overlay Vertex Cut required by the algorithm presented above seems like a nontrivial task in 
the general case, in turns out that when the overlay routing is given explicitly, it is simple as finding a minimal vertex 
cut.This is done by building a graph G’= (V’, E’) such that a vertex cut in G’ represents an Overlay Vertex Cut in the 
original graph G.  
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Fig 1.  Finding an overlay cut 
 

BGP routing scheme: 
BGP is a policy-based inter domain routing protocol that is used to determine the routing paths between autonomous 
systems in the Internet. In each AS is an independent business entity, and the BGP routing policy reflects the 
commercial relationships between connected ASs. A customer–provider relationship between ASs means that one AS 
(the customer) pays another AS (the provider) for Internet connectivity, a peer–peer relationship between ASs means 
that they have mutual agreement to serve their customers, while a sibling–sibling relationship means that they have 
mutual- transit agreement (i.e., serving both their customers and providers). These business relationships between ASs 
induce a BGP export policy in which an AS usually does not export its providers and peers routes to other providers 
and peers, the authors showed that this route export policy indicates that routing paths do not contain so-called valleys 
nor steps.  
 
In other words, after traversing a provider–customer or a peer–peer link, a path cannot traverse a customer–provider or 
a peer-peer link. This routing policy may cause, among other things, that data packets will not be routed along the 
shortest path. For instance, consider the AS topology graph depicted. In this example, a vertex represents an AS, and an 
edge represents a peering relationship between ASs. While the length of the physical shortest path between AS6 and 
AS4 is two (using the path AS6, AS7, AS4), this is not a valid routing path since it traverses a valley. In this case, the 
length of the shortest valid routing path is five (using the path AS6, AS5, AS1, AS2, AS3, AS4).  
 
By using real data gathered from 41 BGP routing tables, Gao and Wand [5] showed that about 20% of AS routing paths 
are longer than the shortest AS physical paths. While routing policy is a fundamental and important feature of BGP, 
some application may require to route data using  
             
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
Fig 2. Relay Nodes 
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The shortest physical paths. In this case, using overlay routing, one can perform routing via shortest paths despite the 
policy. In this case, relay nodes should be deployed on servers located in certain carefully chosen ASs. Average path 
length versus number of relay nodes, BGP scenario. 
 
TCP throughput: 
Using overlay routing to improve TCP performance has been studied in several works in recent years. In particular, the 
TCP protocol is sensitive to delay, and there is a strict correlation between TCP throughput and the RTT. Thus, it may 
be beneficial to break high-latency TCP connections into a few concatenated low-latency sub connections. In this case, 
the set of relay nodes is used as sub connection endpoints, and the objective is to bound the RTT of each one of these 
sub connections. For instance, assuming that each link in the network depicted has a similar latency, the TCP 
connection between and can be broken using the relay node located in into two sub connections  (between and , and 
between and ) reducing the maximum RTT of the connection (although the total length is increased). 
 
Algorithm: 
 
The algorithm basically finds Conditional Shortest Paths (CSP) for each source-destination pair and routes the 
messages over these paths.To define the CSP from a node n0 to a node nd as follows: 
CSP (n0, nd) ={n0, n1, . . . , nd−1, nd | Rn0 (n1|t) +  
 d−1  
 Σ Τni (ni+1|ni−1) is minimized.}  
 i=1  
 
It represents the time that has passed since the last meeting of node n0 with n1 and Rn0 (n1|t) is the expected residual 
time for node n0 to meet with node n1 given that they have not met in the last t time units. Rn0 (n1|t) can be computed 
as in with parameters of distribution representing the intermeeting time between n0 and n1. It can also be computed in a 
discrete manner from the observed intermeeting times of n0 and n1. Then, discrete computation of ℜ푛0 (푛1∣푡) can be 
defined formally as follows: 
 
ℜ푛0 (푛1∣푡) = Σk 

s=1
 푓푠푛0 (푛1) 

          ∣{휏푠푛0 (푛1) ≥푡}∣      where, 
 
푓푠푛0 (푛1) ={휏푠푛0 (푛1) − 푡  if  휏푠푛0 (푛1) ≥ 푡 
                  0   otherwise 
If none of the k observed intermeeting times is bigger 
than t (this case occurs less likely as the contact 
history grows), ℜ푛0 (푛1∣푡) becomes 0, which is a 
good approximation. 
 

VI. EXPERIMENTAL EVALUATION 
 
To simulated the TCP scenario using random graphs (i.e., a graph in which a pair of nodes is connected randomly with 
an equal independent probability) containing 1000 nodes with equal weight. While the RTT depends, among other 
things, on the routing distance, to have considered the case where most of the delay is contributed equivalently by the 
network nodes. Thus, the maximum RTT is defined by the path length in hops. Considering a single source serving the 
entire network, the set of vertices contains all the pairs from a single random source to the rest of the network. 
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Fig 3.  Algorithm coverage for different RTT   values. 

 
CPSR (Conditional Shortest Path Routing): 
            To propose Conditional Shortest Path Routing (CSPR) protocol that routes the messages over Conditional 
Shortest Paths in which the cost of links between nodes is defined by conditional intermeeting times rather than the 
conventional intermeeting times. Through trace-driven simulations, to demonstrate that CSPR achieves higher delivery 
rate and lower end-to-end delay compared to the shortest path based routing protocols that use the conventional 
intermeeting time as the link metric. 
 
Routing in Delay Tolerant Networks (DTN) is a challenging problem because at any given time instance, the 
probability that there is an end-to-end path from a source to a destination is low. Since the routing algorithms for 
conventional networks assume that the links between nodes are stable most of the time and do not fail frequently, they 
do not generally work in DTN’s. Therefore, the routing problem is still an active research area in DTN’s. 
 
It introduce a new metric called conditional intermeeting time inspired by the results of the recent studies showing that 
nodes’ intermeeting times are not memory less and that motion patterns of mobile nodes are frequently repetitive. Then, 
It looked at the effects of this metric on shortest path based routing in DTN’s. For this purpose, to updated the shortest 
path based routing algorithms using conditional intermeeting times and proposed to route the messages over 
conditional shortest paths. Finally, it ran simulations to evaluate the proposed algorithm and demonstrated the 
superiority of CSPR protocol. 
 
Simulations result: 
 To evaluate the performance of the algorithm, have built a discrete event simulator in Java. It describe the 
details of our simulations through which compare the proposed Conditional Shortest Path Routing (CSPR) algorithm 
with standard Shortest Path Routing (SPR). To collect several routing statistics , have generated traffic on the traces of 
these two data sets. 
 
 For a simulation run, it generated 5000 messages from a random source node to a random destination node at 
each seconds.It assume that the nodes have enough buffer space to store every message they receive, the bandwidth is 
high and the contact durations of nodes are long enough to allow the exchange of all messages between nodes. 
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Fig 4.Overlay request 

 
VII. CONCLUSION AND FUTURE WORK 

 
    While using overlay routing to improve network performance was studied in the past by many works both 
practical and theoretical, very few of them consider the cost associated with the deployment of overlay infrastructure. It 
addressed this fundamental problem developing an approximation algorithm to the problem. Rather than considering a 
customized algorithm for a specific application or scenario, it suggested a general framework that fits a large set of 
overlay applications. Considering three different practical scenarios,to evaluated the performance of the algorithm, 
showing that in practice the algorithm provides close-to-optimal results. Many issues are left for further research. One 
interesting direction is an analytical study of the vertex cut used in the algorithm. It would be interesting to find 
properties of the underlay and overlay routing that assure a bound on the size of the cut. It would be also interesting to 
study the performance of our framework for other routing scenarios and to study issues related to actual implementation 
of the scheme. In particular, the connection between the cost in terms of establishing overlay nodes and the benefit in 
terms of performance gain achieved due to the improved routing is not trivial, and it is interesting to investigate it. The 
business relationship between the different players in the various use cases is complex, and thus it is important to study 
the economical aspects of the scheme as well. For example, the one-to-many BGP routing scheme can be used by a 
large content provider in order to improve the user experience of its customers. The VoIP scheme can be used by VoIP 
services (such as Skype) to improve call quality of their customers. In both these cases, the exact translation of the 
service performance gain into actual revenue is not clear and can benefit from further research.  
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