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ABSTRACT: In order to resolve the scalability and load balancing challenges in the existing parallel mining 
algorithms for common itemsets. We can apply the map reduce programming model, by using this model we can 
achieve reduction storage and avoid conditional pattern bases. It can be executed with Hadoop cluster which it is aware 
to data distribution and dimension since item sets with different lengths. We need to look up the performance so we 
built up the work load balance across the cluster node. It will integrate Hadoop with data placement mechanism on 
heterogeneous cluster. So data placement scheme is used to balance the amount of data stored in each heterogeneous 
cluster node in order to improve data processing performance. The energy saved and thermal management will be of 
future generation to ensure our life. So this project will propose various approaches to improving energy efficiency of 
Hadoop running on clusters. 
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I. INTRODUCTION 
 
Text mining is a growing new field that tries to collect important information from natural language text. It may be 

slackly described as the text used to examine and to remove information that it is used for a particular reason. It can be 
evaluated with the type of data stored in the file is unstructured form, but it’s hard to deal with algorithmically. But in 
current society, the text is mainly the general vehicle for the proper replacing of information. The field of text mining   
generally deals with texts whose purpose is the   communication of exact information or view and the quick for trying 
to taken out information from the text. It is generally used to denote any system that analyzes great amount of natural 
language text and spot the lexical and linguistic procedure patterns in order to extract most useful information.  

Frequent itemsets mining is a main problem in association rule mining and sequence mining. Speeding up the 
growth of FIM is sensitive and significant because FIM utilizations are important for the part of mining time, which it 
is suitable for its high calculation of input and output strength.. It can be run on a single machine that can be affected 
from performance failure.  To report this difficulty, we check how to take out FIM uses MapReduce model. Frequent 
itemsets mining can be classified into two types namely: 

1. Apriori 
2. Frequent Pattern growth 

Apriori algorithm: It is an algorithm for frequent itemsets mining and association rule over transactional databases. 
While considering the large data sets, apriori attempts to fail the reliability and efficiency. It aggressively prunes the set 
of potential candidates of amount m by using the following observation: a candidate of amount m can be frequent only 
if all of its subsets also meet the least amount of threshold support. Even with the pruning, the task of discovering all 
association rules needs a lot of computation of power and memory. 
Frequent Pattern growth algorithm: It uses the frequent items ultrametric tree in the design of our parallel frequent 
itemsets mining technique. While using a FP growth algorithm we are achieving 4 things they are: 

1. Falling input and output overhead 
2. Dense storage 
3. Good way of partitioning dataset 
4. Avoiding recursively traverse 

 Most prominently, in the existing parallel mining algorithms has some problem. In order to solve this problem, we 
implement MapReduce on parallel computing. It offers a potential solution to the calculation needed for   this task, if 
the efficient and scalable algorithms can be designed.  
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II. RELATED WORK 
 
Map reduce is a programming model which it could be designed for large scale processing. While using this model 

we save time and energy for large database. 
Sun, Dawei , Lee, Frada , Haghighi, Pari   [1]: In this paper used to take the large database but they are using the 
algorithms with small data size Vertical apriori MapReduce algorithm is used only for analysing the large database.    
S. Hong, Z. Huaxuan, C. Shiping, and H. Chunyan, [2]:In this paper uses the frequent pattern growth algorithm ,it 
reduces the performance and leads to poor performance. So we propose a improved frequent pattern growth algorithm. 
J. Choi, C. Choi, K. Yim, J. Kim, and P. Kim, [3]:In this method uses the cloud computing technology. It is able to 
manage the large amount of data and to increases their efficency and performance. 
ZhuoboRong,Chongqing,Dawen Xia,Zili Zhang,[3]: In this paper used  apriori and FP growth algorithm, so it take 
more time to do and it need high memory .So we implement MapReduce technique to mine large datasets. 
Jiawel Han,Jian Pei,Yiwen Yin,Runying Mao[4]:In this paper proposed an algorithm called frequent pattern growth 
which it is achieving  a compressed storage. It takes more cost and time. 

III. PROPOSED WORK 
A.  Load Balance: 

The decompose task of the MapReduce work accomplishes the disintegration process. If the extent of an item 
set is m, the point convolution of the item-set is O(2m). In another way, when the item sets time taken is not going to 
higher, so the decomposition transparency will be increases for the data sets In which the datasets to be presented on 
Hadoop. The action towards comparison of load between data nodes of a Hadoop group is to quantitatively calculate 
the total workout load of limited item sets. We need to compute load balance between the data nodes. 

 
 

. 
 

Fig1. Load Balance 
 

B.  Speedup: 
 

It is used to evaluate the performance by achieve two things they are: 
1. Decreases the quantity of itemsets which it is created by every node. 
2. Improving   communications between mappers and reducers functions. 
In this method attain overall computing capacity by improving the number of nodes and communication among data 
nodes. 
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C.  Scalability: 
It is the ability of the system to measure the amount of work. It is generally difficult to determine the particular 

needs of requirement. It is used as the most important issues in database, routers, networking, etc. A system whose 
performance has been improved by adding hardware. It is said to be scalable system. 
Example: When the data size is large, so it more cost to read and write the file in HDFS.  

IV. SYSTEM ARCHITECTURE 
 
It used to identify the text document for investigation and then it using some statistical technique for identify the 

meaning of the sentence. In that sentence it used to extract some interesting pattern and concepts by using MapReduce 
model for content categorization and then it produced the meaningful outcome to the end users. 
Text document: It contains only the text such as program code and batch files. Text based document are in readable 
form. 
Semantic analysis: It is the structure and meaning of speech. It is used to discover grammatical rules, the meanings and 
to uncover specific meanings to words in foreign languages. The analyst compares the grammatical structure and 
meanings of different words to those who used in the native language. As the analyst discovers the differences in the 
sentence, it can help to understand the unfamiliar grammatical structure. 
Extract Patterns and concepts: In that semantic analysis, it is used extract some meaningful sentence and interesting 
patterns for analysis of large text. 
Content categorisation: Content may be classified according to the subjects or attributes such as document type, author, 
printing year etc. In the another article is considered only subject classification. There are two main categorisation of t 
classification of documents: the document based approach and the application based approach. 
Content reduction: It is used to remove the common words and to preserve the keywords. It can classified into two 
ways : one is automatic text reduction and another one is automatically reduce the content or content summarisation. 
Performance metric evaluation: It is used to measure the activities and performance of organisation which is used to 
identify the specific and quantifiable output. 
Recommendations to end users: It is used to ensure the high quality of proces which it satisfy the needs of customer.  

 
Fig 2. System Architecture 
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V.OVERVIEW OF MAP REDUCE 
 
MapReduce is a programming model and it processed for generating large datasets on a cluster. It can be composed    

of two task : 
 Map task 
 Reduce task 

Map task :   
It takes a set of data and converted it into another set of data. Single elements are broken down into number of 

tuples. Each actor node uses the "map()" function to the local data, and writes the result to a temporary storage. Shuffle 
step: Actor nodes to understand the information which is based on the outcome keys are being obtain by the "map()" 
function, such that all data being located to one key is placed on the same actor  node.  
Reduce task : It is the combination of both shuffle and reduce step. It takes the output from map as input and combine 
those data tuples into smaller set of tuples. After processing it produce a new set of output whic will be stored in HDFS. 

Combination of MapReduce: 
MapReduce job splits the input data into independent pieces which are processed by the map task is a 

completely parallel manner. The framework which sorts the output of maps which are then input to the reduce tasks. 
Both input and output are stored in HDFS file system. 

 

Fig3.Map Reduce 

Advantages of MapReduce: 
1. It is easy to scale data processing over multiple computing cluster. 
2. It is designed to run on cluster of commodity hardware. 
3. It improves the performance and efficency on the large cluster. 

IV. EXPERIMENTAL RESULTS 

To evaluate the recital of hadoop cluster equipped with 16 data nodes. Each node has an intel Pentium processor, 
512MB main memory, and runs on the ubuntu operating system,on which java jdk1.6.0_37 and hadoop are installed. 
Here all the data nodes in the cluster have gigabit Ethernet network interface cards connected to gigabit ports on the 
switch. The nodes can communicate with one another using the secure shell protocol. It uses the default hadoop 
parameter to set the number of map and reduce tasks. It  need to generate a set of synthetic datasets using the market- 
basket synthetic data generator which can be configured to create a wide range of datasets to meet the needs of diverse 
necessities. 
Celestial and Sythetic Dataset are used to progress the Performance of the Proposed system. 

1) Synthetic Dataset: 
         Using the IBM pursuit market-basket synthetic data initiator, which can be configured to create a wide range of 

datasets to meet the needs of various test requirements . We generated a series of synthetic datasets (i.e., the D1000W 
datasets)  The number of items in each D1000W dataset is set to 1000 . while conducting the experiments, we vary the 
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average transaction size and the number of transactions in the D1000W datasets. In the empirical study, we make use of 
the D1000W datasets to investigate the impacts of dimensions and the data size on the performance of the tested 
algorithms. 

1) Celestial Spectral Dataset:  
 We apply  to implement a parallel data mining application for celestial spectral data. We use the real-world 
celestial spectral dataset to evaluate speedup, load-balancing performance, as well as the impact of minimum support. 
The celestial spectral dataset used in our experiments has 6000 000  transactions and 54 dimensions. if  not  specified  
the  min support  is set as 0.0001 and the number of node is on five nodes. 10- and 60-dimension in the D1000W 
datasets are respective the representatives of low- and high-dimensional synthetic datasets in the following set of 
experiments. 

                . 
 

Fig.4 Association Rule                                                                   Fig.5.Result of map reduce 

V. CONCLUSION AND FUTURE WORK 
 
In the accessible system, the datasets undergo frequent item sets mining with Apriority Algorithm. But considering 

the large datasets, apriority attempts to fail the reliability and efficiency. To overcome this we go for Mapreduce 
technique is used for large cluster of data and to save the time ,energy and also to solve large computational problems. 
It improves the performance of workload balance across the large cluster node and also to improve the efficiency of 
data items which is it running on hadoop cluster. As a future study.we will apply this metric to examine sophisticated 
load balance approach in the framework of FiDoop. We plan to apply a data conscious load evaluation process to 
significantly get improved the load-balancing presentation. Our data assignment design is causal to  evaluation the 
amount of data accumulate in all various node to attain better data processing performance. It fairly accurate to 
production concern power savings and thermal organization will be of our future investigate. We will suggest various 
steps to enhanced energy effectiveness which it running on Hadoop clusters.  
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