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ABSTRACT: The enterprise data mining applications  involve complicated data such as multiple large heterogeneous 

data sources, user preferences, and business employment impact.  A single process or one-step mining often limit the 

discovery of informative knowledge. It might also be  time and space consuming, At times it is not possible  to join 

relevant large data sources for mining patterns consisting of multiple aspects of information. It becomes important to 

develop effective approaches for mining patterns that combines necessary information from multiple relevant business 

lines that caters for real business settings and decision-making actions and not just providing a single line of patterns. In 

the recent years we have seen increasing efforts on mining more informative patterns, e.g., integrating frequent pattern 

mining with classifications to generate frequent pattern-based classifiers. This paper not only presents a specific 

algorithm but also builds on our existing works and proposes combined mining as a general approach to mining for 

informative patterns combining components from either multiple data sets or multiple features or by multiple methods 

on demand. We can summarize general frameworks, hadoop library, hadoop word count,  Map reduce and we take 

employees database.  In this paper first we take employee complex database for input then apply all the process then 

our application give result with good and bad rating 
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I. INTRODUCTION 

Automated prediction of trends and behaviors: Mining automates the process of finding predictive information in a 

large database. There are questions which require hands on analysis. Such questions can now be directly answered from 

the data. An example of a predictive problem is targeted marketing. Our aim is to achieve deeper and finer 

understanding of employee’s experiences with respect to their learning-related issues and problems. In order to 

determine what employee problems a post indicates is a more complicated task than to determine the sentiment of a 

post. Therefore, our study requires a qualitative analysis, and it is not possible to do in a fully unsupervised way. [1]  

Sentiment analysis not applicable to our study. In our study, we implemented a multi-label classification model where 

we allowed one post to fall into multiple categories at the same time. Our work extends the scope of data-driven 

approaches in employment such as learning analytics and employment data mining. Traditionally, employment 

researchers have been using methods such as surveys, interviews, focus groups, company activities to collect data 

related to employees’ learning experiences. Such methods are extremely time consuming and hence cannot be 

duplicated or repeated with high frequency. [2] 

The emerging field of learning analytics and employment data mining has focused on analyzing structured data 

obtained from course management systems (CMS), company technology usage, or controlled online learning 

environments to inform employment decision making. However, to the best of our knowledge, there is no research 

found to directly mine and analyze employee- posted content from uncontrolled spaces on the social web with the clear 

goal of understanding employee’ learning experiences. The drawbacks are In our study, through a qualitative content 

analysis, we found that employees are largely struggling with the heavy study load, and are not able to manage it 

successfully. [3]  Heavy working load leads to many consequences including lack of social engagement, sleep 

problems, and other psychological and physical health problems. Our work is only the first step towards revealing 
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actionable insights from employee-generated content on website in order to improve employment quality. We extend 

the proposed algorithm which analysis the employee’s learning experiences by giving solutions to their problems. The 

higher employment conversation has shifted from simply ensuring access to on that focuses on success, supporting 

employees through completion and readiness for careers, citizenship and life. This system will help in improving 

transparency, accountability and equity in higher employment. We are making a system that will generate report of a 

company which includes company performance, principles,reviews or feedbacks given by the employee and rank that 

company on the basis of these parameters. [4] 

 
Figure 1: Basic Model 

II. RELATED WORK 

The research goals of this study are : 

1)To demonstrate a workflow of website data sense-making for employment purposes, integrating both qualitative 

analysis and large-scale data mining techniques and 

2)To explore employee’ informal conversations on Website, in order to understand issues and problems employee 

encounter in their job experiences. 

These studies have more emphasis on statistical models and algorithms. They cover a wide range of topics 

popularity prediction, event detection, topic discovery and post classification. Amongst these topics, post classification 

is most relevant to this study. Popular classification algorithms include Naïve Bayes, Decision Tree, Logistic 

Regression, Maximum Entropy, Boosting, and Support Vector Machines (SVM). [5]The existing studies found on post 

classification are binary classification on relevant and irrelevant content or multiclass classification on generic classes 

such as news, events opinions, deals and private messages. Analysis of sentiments can be very useful for mining 

customer opinions on products or companies through their reviews or online posts. It finds wide adoption in marketing 

and customer relationship management (CRM). We have chosen to focus on employees’ posts on Website about 

problems in their job experiences mainly because: 

1. Companies have been struggling with student recruitment and retention issues. Engineering graduates 

constitute a significant part of the nation’s future workforce and have a direct impact on the nation’s economic 

growth and global competency. 

2. 2. As per understanding of issues and problems in employee’ life, the policymakers and educators can make 

more informed decisions on proper interventions and services that can help employee overcome difficulties in 

job. 

III.PROPOSED ALGORITHM 

We chose to focus on employees’ posts on Website about problems in their company experiences mainly because: 

1) Companies have been struggling with student recruitment and retention issues. 
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2) Engineering graduates constitute a significant part of the nation’s future workforce and have a direct impact on the 

nation’s economic growth and global competency 

3) As per  understanding of issues and problems in employee’ life, the policymakers and educators can make more 

informed decisions on proper interventions and services that can help employee overcome barriers in learning. 

 

Figure 2:Working of the System 

A. Data collection 

Collects all the information from the different employees posted their comments in websites. 

B. Data clustering 

In this module, the raw data is clustered by using clustering algorithm. This algorithm starts with single cluster. Every 

point in a database is a cluster. Then it groups closest points into separate clusters, and continues until only one cluster 

remains. The computation of clusters calculated with help of distance matrix. The algorithm generates cluster feature 

tree while scanning the dataset. Each entry in the CF tree represents the cluster of objects and is characterized by triple 

(N, LS, SS). 

C. Data classification 

After clustering the data in different clusters based on the content, we use FP Growth classification algorithm. One 

popular way to implement multi-label classifier is to transform the multi-label classification problem into multiple 

single-label classification problems. One simple transformation method is called one-versus-all or binary relevance. 

The basic concept is to assume independence among categories, and train a binary classifier for each category. All 

kinds of binary classifier can be transformed to multi-label classifier using the one-versus-all heuristic. 

D. Suggestions and feedback 

After classification, finally we show results in good and bad format. Also we show graph. 
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Figure 3: System Architecture 

III. SIMULATION RESULTS 

 

A. Data Collection: 

 From website we collect data and copied into excel sheet then we take that sheet as a input. 

 

B. Inductive Content Analysis: 

Because website content like posts contain a large amount of informal language, sarcasm, acronyms, and 

misspellings, meaning is often ambiguous and subject to human interpretation. Rost et.al in their volume of edition 

stated that in large scale website data analysis, faulty assumptions are likely to arise if automatic algorithms are used 

without taking a qualitative look at the data. We concur with this argument, as we found no appropriate unsupervised 

algorithms could reveal in-depth meanings in our data. 

There were no pre-defined categories of the data, so we needed to explore what employees were saying in the posts. 

Thus, we first conducted an inductive content analysis on the dataset. Inductive content analysis is a popular qualitative 

research method for manual analyzing of text content. Three researchers collaborated on the content analysis process. 

 

C. Development of Categories 

The lens we used in conducting the inductive content analysis was to identify what are the major worries, concerns, and 

issues that employees encounter in their job and life. Researcher A read a random sample of 2,000 posts from the 

19,799 unique #employee Problems posts, and developed 13 initial categories including: curriculum problems, heavy 

work load, work difficulties, imbalanced life, future and carrier worries, lack of gender diversity, sleep problems, 

stress, lack of motivation, physical health problems, nerdy culture, identity crisis, and others. These were developed to 

identify as many issues as possible, without accounting for their relative significances. Researcher A wrote detailed 

descriptions and gave examples for each category and sent the codebook and the 2,000-posts sample to researchers B 

and C for review. Then, the three researchers discussed and collapsed the initial categories into five prominent themes, 

because they were themes with relatively large number of posts. 

We found that many posts could belong to more than one category. For example, “This could very well turn into an all 

nighter...f*** you work report #nosleep” falls into heavy work load, lack of sleep, and negative emotion at the same 

time. “Why am I not in good company?? Hate being in company. Too much stuff. Way too complicated. No fun” falls 

into heavy work load, and negative emotion at the same time. So one post can be labeled with multiple categories. This 

is a multi-label classification as opposed to a single-label classification where each post can only be labeled with one 

category. The categories one post belongs to are called this post’s labels or label set. 
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Figure 4:Desktop Application 

 
Figure 5: Company Selection Form 

 
Figure 6: Company Verdict 
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Figure 7:Hadoop Processing. 

IV. CONCLUSION AND FUTURE WORK 

Our study is beneficial to employees in company analytics, employment data mining, and learning technologies. It 

provides a workflow for analyzing website data for employee experience purposes that overcomes the major limitations 

of both manual qualitative analysis and large scale computational analysis of employee-generated textual content. Our 

study can inform employee administrators, practitioners and other relevant decision makers to gain further 

understanding of employee’ company experiences. As an initial attempt to instrument the uncontrolled website space, 

we propose many possible directions for future work for researchers who are interested in this area, good job and 

services to them. In the future, which analysis display by graph. 
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