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ABSTRACT: Machine learning technologies are very much popular in text classification study. It can easily learn 

from training dataset which help companies in decision making with high efficiency. But there are algorithms which do 

not scale up with increasing volume of data. In this paper, we focused on the scalability of Logistics Regression in large 

datasets. We have implemented logistics regression on mahout which keeps track of the huge datasets while training 

process. The performance of logistics regression is enhanced with the increasing amount of data. The accuracy of the 

classifier reaches 80% when size of dataset increases. 
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Frequency. 

 

I. INTRODUCTION 

 

In this era internet accommodate an enormous amount of lexicon data. The textual data is fast developing frequently 

since it is easier to produce and report it. Twitter which is one of the most popular micro- blogging websites allows 

people to express their emotions, opinions and attitudes towards a product. Apart from these online sites allows users to 

interact, present and mutate the content. This facilitates users to explicit peculiar and personal sentiment about topics 

related to different domains. Twitter contents are short texts which provide real time data that express ideas and 

sentiments of different circumstances. Therefore tweets are good source of streaming data for sentiment classification. 

 

Sentiment analysis is the operation of determining whether the sentiment conveyed in a subject or topic is 

expressed in a positive or negative way.  Sentiment analysis is also known as Subjectivity detection or opinion mining. 

To find linguistic and statistical patterns in the text sentiment analysis uses machine learning methods and natural 

language processing [15][16]. In recent year’s machine learning technologies and natural language processing is 

gaining popularity due to its numerous applications and usages. A lot of business organizations use machine learning 

algorithms to summarize feedback so that they can bring a change in their product. During election campaigns machine 

learning methods plays a key role in making a decision in different circumstances [17]. 

 

Supervised machine learning algorithms generally involves following steps to obtain better accuracy and 

performance. The steps included are: 

 

(i) Collect a training dataset 

(ii) Labeling the dataset 

(iii) Feature extraction and selection 

(iv) Training on classifier using training dataset 

(v) Testing using test dataset 

 

In this work, sentiment classification is accomplished in a real- time fashion. Therefore we develop a classifier 

like logistics regression that scale up with the increasing volume of data. This task is achieved by executing algorithms 

in a distributed fashion. To process vast amount of data we use Apache hadoop which is an open source framework for 

distributed storage and processing of large datasets. Apache Hadoop consists of two modules, a distributed storage 
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system known as Hadoop Distributed File System (HDFS) and a distributed processing system known as Hadoop 

Mapreduce[9][10]. The primary objective of HDFS is to store data efficiently even in the existence of a breakdown or 

failure including Namenode failures. Hadoop Mapreduce is a software framework which helps users to build 

distributed applications so as to process vast amount of data on a cluster of machines in a parallel manner [11][12][13].   

We have also used Apache Mahout in our paper. Mahout which is an Apache project is a scalable machine learning 

library. It allows users to execute machine learning algorithms on Hadoop. 

 

II. RELATED STUDY 

 

A lot of work has been done on sentiment analysis using bag-of-words and rule based method. But very few research 

works is done on sentiment analysis using machine learning methods. A vast amount of valuable information about 

different products is available in web. This information can be used by vendors, companies etc to refine in areas they 

lack and make necessary changes according to it. But the major challenge is that data in web so extensive that to 

classify these data is a tough job. 

Different techniques have been used to classify this information. Tripathyet.al., have applied machine learning 

algorithms like naïve Bayes, maximum entropy, stochastic gradient descent  and support vector machine to classify 

human sentiments on movie dataset. The performance of different method is accessed on the basis of parameter like 

accuracy, precision, recall and f-measure. Best result comes by using unigram and bigram as feature selection methods 

[1]. Barnaghi et.al. have used Bayesian Logistics Regression (BLR) and Naïve Bayes classification method to classify 

tweets related to FIFA world cup 2014. Firstly it looks for correlation between twitter sentiment and event that have 

occurred. To extract features from tweets the author has used unigram, bigram and TF-IDF (Term Frequency-Inverse 

Document Frequency) approaches to filter commonly used features. The results showed the positive and negative 

response of people regarding such events and how it alters based on occurrence during these events [2][14]. Kulcuet.al., 

have used naïve Bayes, logistics regression and complementary naïve Bayes for classification of  Turkish tweets as 

positive or negative and link tweets to news items. Natural language processing techniques along with zemberek library 

have been used for morphological analysis and stemming. For mapping purpose the author has used bag-of-words 

method. The result showed naïve Bayes outperforms compared to other two algorithms [3][18][19][22]. Bhuvanet.al., 

have used Logistics Regression , Naïve Bayes and support vector machine to predict the sentiment polarity of movie 

reviews along with sentiment score for individual review. Features are extracted using matching semantic patterns of 

context specific grammar. Different domains have different sematic peculiar to that domain. Experimental results 

showed that Logistics regression with Stochastic Gradient Descent on Apache spark achieve superior result [4]. 

Qasemet.al., have compared the accuracy of machine learning techniques like neural network and logistic regression 

using stock related tweets. To compare both techniques weighting schemes like unigram term frequency-inverse 

document term frequency (TF-IDF) and bigram term frequency (BTF) has been used. Experimental result showed that 

unigram TF-IDF performs better than bigram term frequency [5][25]. Gautamet.al., have used naïve Bayes, maximum 

entropy and support vector machine for sentiment analysis of customer reviews. Semantic based wordnet is used to 

extract synonyms and similarity of different feature extracted from the original dataset. The experimental result showed 

that naïve Bayes using unigram approach gives better result compared to maximum entropy and support vector 

machine [6][20][21]. Liu et.al., have used naïve Bayes classifier to evaluate its scalability on large datasets instead of 

using mahout library. Result shows that naïve Bayes classifier can scale up easily. It does not need a database to store 

its contents when the size of dataset varies from one thousand to one million reviews [7][23][24]. Alec et.al., have 

proposed a novel approach to classify twitter messages using distant supervision. Machine learning algorithm like naïve 

Bayes, maximum entropy and support vector machine has been used. In this paper the author has used tweets with 

emoticons for distant supervision. Training machine learning algorithms with emoticons can help to increase high 

accuracy [8].  
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III. YSTEM DESCRIPTION 

A. EXPERIMENTAL SETUP 

 

Hadoop Version Hadoop 2.7.1 

Bench Program Naïve Bayes & Logistics Regression 

File System Hadoop File System 

Operating system Linux Mint 17.2 

Processor  Intel®Core(TM)i3 CPU 

Clustered Node Single Node 

RAM 4 GB 

System Type 64- bit operating system 

Mahout Mahout 0.9 

 

Table 1. Configuration of single Node Machine 

 

B. DATASET 

 

In this research work, we have used real time twitter review. The tweets have been collected from Twitter streaming 

API using specific keywords which provides low latency access to the user. 

 

IV. METHODOLOGY 

 

To process twitter dataset we have used Hadoop environment using Eclipse IDE. To train dataset logistics regression is 

used which can easily scale up with increasing amount of data. Logistics regression prepares a model based on given 

input and based on the model predicts the outcome of test dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. GENERAL WORKFLOW 

 

(i) Pre-processing: In this step the twitter text are converted into a common format. After preprocessing each review 

become one line in the dataset with document ID and sentiment prefixed either positive or negative. During 

preprocessing we deleted unwanted information like numbers, symbols, punctuation and meaningless words. 

(ii) Constructing Input Datasets: Here input dataset is constructed for all tests trails for the convenience of ten-fold 

cross validation. The input dataset is sent to correct location in Hadoop distributed file system for all cases. 

(iii) Classification of sentiment using Hadoop: This is the prime step in entire process. Once the training and test 

data is available in HDFS, the algorithm starts to build a model for training job. After training process the model 

is combined with test data to form an intermediate table. At last the organizer calculates the probabilities of each 

review in two classes subsequently and makes a decision about the sentiment of each review. 

(iv) Collection of results: After classification process the results are stored in HDFS. 
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Fig 1: Job sequence of logistics regression on hadoop 
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V. RESULTS AND DISCUSSIONS 

 

In this set of experiment we discuss the results obtained by using logistics Regression on the basis of parameter like 

accuarcy, throughput , accuracy disruption and processing time.The performance of the classifier is evaluated on the 

basis of parameter like accuracy, throughput and computation time. Fig. 2 shows the accuracy of logistics regression 

classifier on different sizes of datasets. As the dataset size increases the values of accuracy becomes stable. But when 

the size of dataset is small the accuracy is unstable because the training data is large enough for the training model to 

learn knowledge about each class. As the size of dataset increases above 500K, the value of accuracy approaches 81% 

and finally climbs unto 85%. This proved that the average accuracy of logistics regression classifier becomes stable 

when the size of dataset increases. In fig. 3 we plot the classification accuracy into true positive, true negative followed 

by false positive and false negative. The experimental result showed that the values of true positive and true negative 

increases while the value of false positive and false negative decreases with the increase in size of data. Fig. 4 shows 

throughput of the classifier with the increase in size of dataset. 

 
 

Fig 2. Variation of accuracy with dataset size 

 
 

Fig 3. Variation of accuracy with dataset size 
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Fig 4. Variation of throughput with dataset size 

 

 

Table 1 shows the processing time of logistics regression classifier with the increasing size of dataset. At initial stage 

when the size of dataset is small enough then Hadoop does not benefit from its parallelization concept because the input 

data is small than the size of one block in Hadoop distributed file system. Once the size of dataset increases the benefit 

of Hadoop starts to appear in that the processing time for same amount of data is severely reduced compare to small 

size of data. 

 

VI. CONCLUSION 

 

In this paper we have implemented logistics regression for sentiment mining on large datasets on Hadoop ecosystem. 

The experimental results show that logistics regression can easily scale up when the size of dataset increases. 
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