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ABSTRACT: Mahalanobis distance has been an appreciated choice for clustering in mixed Gaussian distribution field. 

With elliptical cluster formation, it has only one area of improvement that is, choosing proper initialization. We deal with 

this problem by proposing a deterministic initialization for k means to be used with Mahalanobis distance for fast yet 

effective results. We further compare our proposal with Melynkov and Melynkov’s algorithm. Also, evaluation of the 

proposal with benchmark datasets is done. 
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I. INTRODUCTION 

Clustering is the most popular method for many applications like data compression, image processing, text processing, 

network topology decisions, etc. Originally, clustering as an unsupervised learning method is a technique to group similar 

objects together. This can be used to identify patterns in data, hence data analysis. The notion of a "cluster" cannot be 

precisely defined, which is one of the reasons why there are so many clustering algorithms. [1]  

Hundreds of clustering algorithms have been around, out of which a 50 years + old k-means clustering method is still 

one of the top 10 popular clustering techniques [2]. The major issues of k-means include that it can recognize only hyper-

spherical structures in an m-dimensional geometric data space. This geometry is bound by the limitations of the geometric 

properties of the distance measure being used that is, Euclidean distance in traditional k-means. Mahalanobis distance is 

capable of recognizing elliptical structures. [3] suggested how Mahalanobis can be used with k-means. The challenge in 

using Mahalanobis is estimating the initial values of means and covariance of each cluster. [3] have proposed a method for 

estimating the initial values. The results of clustering Iris dataset using this algorithm show that the method is effective. 

Yet, the technique suggested is time-consuming and few parameters need to be decided as per dataset characteristics. This 

paper proposes to use a proposed deterministic initialization method to compute the initial estimates. 

 

II. RELATED WORK 

A. Popular Initializations of k-means 

Kmeans++[4] helps in faster convergence of k-means by reducing the number of iterations and better sum of SME. It 

initializes the number of clusters k before proceeding for clustering data. Kauffman and Rousseeuw[5] suggested selecting 

the first centroid and further examining which points in the database on being selected as the next centroid produces the 

greatest reduction in the SSE. The same process goes for all seeds. Celebi and Kingravi [6] proposed a deterministic 

initialization of k means using hierarchical clustering modifying the initialization proposed by Su and Dy[7]. Macqueen [8] 

proposed two methods, first of which takes the first k points of the dataset as centroids and the remaining data points as the 

members of the cluster with nearest centroid. The same process is repeated for several iterations. Its cost related limitation 

was then improved by the second method which chose the initial centres randomly from among the data points. Bradley and 
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Fayyad[9] used Macqueen’s second method for initialization producing j subsets of intermediate centroids each with k 

points. MinMax k-means[10] aims at minimizing the maximum intra cluster variance instead of the sum of intra cluster 

variances by picking random set of centroids and uses association of weights to cluster depending on the variance such that 

a weighted version of the sum of the intra cluster variation criterion is derived. Authors in [11] also follows perturbation 

discipline subdividing the input space into equal intervals based on the weights in vectors.The El Agha initialization [12] 

first finds the boundaries o data points and then divides the area covered by points into k rows and k columns forming a 2-

D grid. It then generates initial k means centroids depending on the overall shape of data. 

B. Use of Mahalanobis distance: 

Authors in [13] propose a work aiming at learning Mahalanobis distance with given must-link and cannot-link information 

and uses it in various applications such as image segmentation, data clustering, face pose estimation etc. Authors in [14] use 

a class including data as input and transfers data to a high dimensional space with a methodology somewhat similar to 

Kernel methods. The clusters formed using Mahalanobis distance are then tested on two different heuristics-centre based 

and KNN based algorithm. With this evaluation, enhancement in classification success rates is achieved. Jain and Mao also 

did their share in hyperellipsoidal clustering as discussed in [15] 

C. Mahalanobis in k-means: 

One of the first works in this direction was done by Andrew Ceroili. Ceroili[16] proposed a non parametric technique 

of clustering using k-means and Mahalanobis distance and proves it an exceptional choice in non hierarchical cluster 

analysis. Also, Mahalanobis distance overcomes the doubt of variable standardization by yielding a scale invariant 

classification and is easy to implement. Tarsitano[17] suggested a method of implementing k- means using Mahalanobis 

presuming common variance matrices. It refines the Art et al’s algorithm[18]. 

Authors in [3] have suggested a method to compute estimates of mean and co variances of desired clusters through 

probabilistic initialization. This initialization method consists of picking centroids according to a ranking system based on 

distances. Thereafter, fixed number of points is assigned to a cluster based on distance from chosen centroid. The algorithm 

used for initialization can be briefly put as 

Step 1: Compute sum of w smallest distances for each point from all other points, as 𝑆𝑖,𝑤 . 

Step 2: Assign a random 𝑘𝑡𝑕  center according to probability inversely proportional to 𝑆𝑖 ,𝑤  

Step 3: Assign 𝐷points nearest to the current center to current cluster 𝐶𝑘 . 

Step 4: For current cluster, compute the estimated mean and covariance 

Step 5: Update membership of points in the core of the current cluster according to a probability coverage criterion. 

Step 6: Repeat Steps 3, 4 and 5 upto 𝑓 times. 

Step 7: For all points not assigned to any cluster, compute estimated Mahalanobis distance from centre of 𝐶𝑘  and include 

‘𝑟’ points in 𝐶𝑘  for edge of the cluster. 

Step 8: Repeat Steps 2 to 7 for 𝑘 = 1 𝑡𝑜 𝐾. 

III. DEVELOPMENT OF IDEA 

The basic idea of the thesis is to provide an efficient clustering algorithm using k-means and Mahalanobis distance for 

Gaussian models. Since Mahalanobis requires a proper initialization, we first propose a deterministic initialization method 

for k-means. The idea is to use knowledge of the dataset properties to have a fast yet effective initialization. For this, we 

start by focusing on every attribute of the dataset and calculate𝑅𝑎𝑛𝑔𝑒(𝐴), which is the difference between the lowest and 

highest value of the attribute A. Let 𝑉 = {𝑉𝑖 , 𝑉2 , 𝑉3, … . , 𝑉𝑚 }  be the set of values for attribute A. 𝑅𝑎𝑛𝑔𝑒  cannot be 

generalized since it depends on the domain knowledge of the dataset. Therefore, 

                                                                        𝑅𝑎𝑛𝑔𝑒𝐴 = 𝑚𝑎𝑥𝐴 −𝑚𝑖𝑛𝐴                                                                                eqn(1) 
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Algorithm 1: 

Input: Prominent attribute ‘𝑝’ 

Step 1: Initial clusters are formed using following conditions 

For any data point, if 𝑚𝑖𝑛𝑝 + 𝑗 ∗ 𝛿𝑝 ≤ 𝑣𝑎𝑙𝑢𝑒𝑝 < 𝑚𝑖𝑛𝑝 + (𝑗 + 𝑝) ∗ 𝛿𝑝 , then the data point belongs to cluster j. 

Step 2: Centroid of each cluster is computed as mean of all cluster points 

 

This algorithm depends on users’ understanding of the characteristics of the dataset. The prominent attribute should be 

significant enough to reflect the inclination of data pattern. In case, this cannot be judged (may be done to absence of expert 

knowledge); then a self-learning version of initialization is to be used. This is given in Algorithm 2.  

 

Algorithm 2:  

Step 1: Variation of each dimension is computed as, δi =
𝑅𝑎𝑛𝑔𝑒 𝑖

𝑘
, 1 ≤ 𝑖 ≤ 𝑚, where 𝑟𝑎𝑛𝑔𝑒𝑖  is defined as in eqn(1) 

Step 2: Initial clusters are formed using following conditions 

For any data point, if 𝑚𝑖𝑛1 + 𝑗 ∗ 𝛿1 ≤ 𝑣𝑎𝑙𝑢𝑒1 < 𝑚𝑖𝑛1 + (𝑗 + 1) ∗ 𝛿1, then the data point belongs to cluster j. 

Step 3: Centroid of each cluster is computed as mean of all cluster points 

Step 4: Record SSE 

Step 5: For every secondary dimension,2 ≤ 𝑗 ≤ 𝑚, repeat the same. 

Step 6: Retain the clustering with minimum SSE 

 

Very briefly, the proposal is to use the above initialization for initial estimates of range. Thereafter, continue clustering 

as traditional k-means along with Mahalanobis distance. The algorithm can be outlined as: 

 

Algorithm 3: 

Step 1: Estimating mean and covariance 

 Step 1.1: Apply the proposed initialization Algorithm 2 to obtain initial K clusters and centroids  

Step 1.2:  Compute estimated mean and covariance of each cluster 

Step 2: Mahalanobis K-Means clustering 

Step 2.1: For each point, compute Mahalanobis distance from each of the centroids. Assign the point to the cluster 

as per minimum distance. 

Step 2.2: Update the estimates of mean and covariance using points currently assigned to each cluster. 

Step 2.3: Repeat Steps 2.1 and 2.2 until clusters are stable. 

IV.  ANALYSIS OF PROPOSED INITIALIZATION 

A prominent attribute is selected as per dataset characteristics and only values of that attribute is considered to decide 

initial centres. This takes O(𝑛 ) time, with inner operation of complexity O(1). Thus, overall runtime of proposed 

initialization can be estimated to O(𝑛2). 

Once centres are decided, Euclidean distance is used to decide the cluster membership. This takes O(𝑛2) time with 

inner operations of O(𝑛2) time with inner operations of O(𝑚2) complexity. 

V. PERFORMANCE COMPARISON 

Proposed method can be compared with that of Melynkov and Melynkov[3] in terms of runtime and accuracy of 

results. The comparison is briefed in Table1 
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Table 1: Comparison between Melynkov and Melynkov’s algorithm and proposed algorithms 

Attributes for 

Comparison 

Melynkov and Melynkov’s  algorithm[3] Proposed 

Algorithm 1 

Proposed 

Algorithm2 

Time Complexity of 

Initialization method 
O(𝑛3) O(𝑛2) O(𝑚𝑛2) 

Inner operations O(𝑚3 +  𝑛) O(𝑚2) O(𝑚2) 

Parameter dependency 𝐷, 𝑓, 𝑤  
have to be decided 

Prominent attribute 

is to be decided 

No extra 

parameters 

Probabilistic behavior Cluster memberships depend on probability 

criteria and hence require many runs for 

proper results 

Deterministic 

Method 

Deterministic 

Method 

Accuracy over Iris 

dataset 
At 𝐷 = 𝑤 = 20, 𝑓 = 5, 𝑅 = 0.904 At 𝑝 = 3 𝑡𝑜 4, 𝑅 =

0.904 

At 𝑝 =
3 𝑡𝑜 4, 𝑅 = 0.904 

 
We observe that our proposed algorithm on comparison with Melynkov and Melynkov’s[12], saves much time without 

losing its accuracy.

VI. RESULTS OF THE PROPOSED ALGORITHM ON IRIS DATASET 

Fisher’s Iris dataset is a very famous dataset taken from UCI[19] which consists of 150 instances of Iris flowers taken 

from 3 different species; 50 elements each of Setosa, Versicolor and Virginica Iris. We test our proposed algorithm on all 

the three clusters, each belonging to Setosa, Versicolor and Virginica species respectively with varying dimensions and 

record the RandIndex.  

For k=3 and dimension=1, we observe that the clusters are very well formed and no mixing of data points occur 

between any two clusters. For k=3 and dimension=2, good cluster formations take place but the data points start to mix 

within nearby clusters. For k=3 and dimension= 3 and 4, figures are identical and data points get mixed up between clusters 

and no clarity is observed but the highest possible accuracy of RandIndex=0.904 is achieved. The identical figures sum up 

the fact that with highest accuracy and increasing dimensions, visual interpretation remains same, that is, mixed clusters. 

Figure 1 shows the visual evaluation of our experiments for 3 and 4 dimensions. 

 

 
Figure 1: Results of the proposed algorithm over Iris dataset for k=3 and p=3 or 4 
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The computed RandIndex for different attribute taken as prominent one in Iris dataset are tabulated in Table 2. It can 

be observed that different attributes yield different values of RandIndex. At p=3 and 4, same accuracy of 0.904 is achieved, 

which is the highest possible accuracy till date for Iris dataset. 

 

Table 2: Tabular representation of the results of the proposed algorithm using Iris dataset 
 

Number of clusters 

(k) 

Priority 

Dimension 

(p) 

Calculated 

RandIndex 

Structure 

of formed 

clusters 

Mixing of data points 

between clusters 

3 1 0.5392 Proper No 

3 2 0.1998 Semi-

Proper 

Just started 

3 3 0.9039(Highest) Improper Yes 

3 4 0.9039(Highest) Improper Yes 

 

VII. CONCLUSION 

The utility of Mahalanobis distance in k-means for clustering of Gaussian mixture models is evident. It can effectively 

identify elliptical cluster shapes, hence can replace Euclidean distance measure in traditional k-means. The major issue is 

proper initialization of the variables used for Mahalanobis computations. A fast initialization technique has been proposed 

for this purpose. Results show that the proposed method achieves same level of accuracy with much gain in runtime.  
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