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ABSTRACT: The world of information starts with data we transform day by day. And we don’t know the amount of 

information we pass daily may create a problem to store and utilize for further enhancements or to avoid the duplica-

tion of the information. Then big data came into existence to understand the information retrieval system and the 

methods of transforming information into a better way of understanding. Here we are implementing a methodology 

which is result oriented which can calculate the data size of data we are transferring. The size we are producing consists 

of the duplication of the same kind of information. We are considering cloud computing for the data storage and we are 

utilizing big data concepts to identify the data which was duplicated. This requires a pre-defined architecture which 

holds the data before publishing to the internet. This requires a theory and implementation of machine learning. Ma-

chine learning is the kind of technology which helps to predict something based on the past experiences. Here the same 

concept has to be used to identify the previous occurrence of the same information over the internet. This concept is 

used to predict the information produced by the user is genuine or not and what can be used and maintained in the re-

pository and which can be discarded from usage from the internet. This can also be useful for identifying which kind of 

data is harmful for the different generation of people. 
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I. INTRODUCTION 

 

Big data is having five kinds of V’s in real time. They are Velocity which deals with the fastness of the data creation, 

variety deals with the which kind of data we are creating and distributing or using, volume deals with the size of infor-

mation we are transferring or getting after the mining. Variability deals with inconsistency of the dataset we considered 

and in how many ways we can alter the dataset we considered. The last one is the veracity which deal with the trust 

worthiness of the information we gathered. The information we store represent the form of three kinds of data. One is 

structures which will be in the form of rows and columns which deals existing of the structured and organized data. We 

can easily understand the information we transfer and we update in the repository for the structured kind of infor-

mation. This kind of structured information can gather the accurate accuracy of the predictions. This article deals with 

the concept of how to handle the information from the duplication. As we know data can be in many forms and the next 

type of data is unstructured data which consists of multimedia information. This kind of information makes the re-

searcher challenge to maintain and predict the information which is being used for the simple things. The prediction is 

used for indentifying the things which are unknown and the events we perform in the prediction will lead to the future 

expectation of the thing. In this scenario we have to predict the information which was being published is available in 

the source previously. This can be an organization independent. This concept can help the people in the organization 

which can restrict the users to re-publish the repeated content which already existed in the repository. This concept re-

quires few things with respect to machine learning, big data analytics and cloud computing.  

 

The requirements of the concept were mentioned as below with the clear explanation. The lateral part of the article 

deals with the explanation of different things related to the prediction and identifying the information which was not 

required maintain in our repositories further. In prior we have to understand the technologies which are focusing on 

some prediction mechanisms with respect to the data gathering and managing the data in perfect manner. For an in-

stance consider a prediction model using classification problem. In this classification problem we have to predict the 

new mail which was in inbox is spam or ham. There are several instances we need to consider and we have to classify 

http://www.ijircce.com/


 

         
         ISSN(Online): 2320-9801 

    ISSN (Print) : 2320-9798    

International Journal of Innovative Research in Computer 

and Communication Engineering 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Website: www.ijircce.com 

Vol. 8, Issue 1, January 2020 
 

Copyright to IJIRCCE                           DOI: 10.15680/IJIRCCE.2020. 0801006                         4386  

     

that mail and predict it spam or ham. If it is spam then there is no point of maintaining that mail in our repository and 

we can remove that from the list. In the same way we need to classify the data we have in our repository based on two 

key points. To publish or not and also to maintain or not. There are few further instances we need to take care and they 

are as follow in the next sections. 

 

The lateral part of the section deals with background work which explains the literature survey, next explains the im-

portance of machine learning implementation in big data applications, explaining new classification architecture to 

classify among the data, we support our discussion with some sort of results and finally we conclude. 

II. LITERATURE REVIEW 

Literature review will discuss about the background and previous work on this kind of works in the real world scenario 

and the information we gather from different repositories will be taken from other secondary resources over the inter-

net. Internet will consists of different things related to each and every part of information. Starting with how to remove 

nails to how to launch a rocket. There is redundant information in internet which is causing the effect of gathering and 

maintaining the large amount of information in different repositories. Different publishers discuss in a different way on 

a same concept but the ideology will be same. Some of the publishers will copy the same content of others and use for 

their page in internet. This kind of redundant information is being created and also creating a problem in the search 

criteria of anything. For an instance consider we have to search for anything related to the word “Paris”. There are re-

lated search results which will be more than 1 million. Then we have to identify the required result of our search. But if 

we try to observe have the duplicate information on one search keyword which explains the same kind of information 

in all formats. For example we need to search an image related to Paris then we have tons of images which represents 

the result but the thing here is we are considering. But the common thing in that result is that it is speaking about only 

one thing. The information it produced is the redundant. The search result can be optimized and it can be used without 

the redundant information. 

 

For an instance we can consider another rule for the same purpose. If we are having any person starting with the name 

Paris it will show the same person as the search results which cause some confusion to the user in understanding the 

search result. This creates a problem in maintaining some information related to the common things. In real time sce-

nario we need to consider the our own perspective achieve any task. Here we use machine learning and big data analyt-

ics to perform predicting and storage and data manipulation.  

Some of the researchers are following cloud storage for the data processing and storage. For an instance consider that 

we have leveraged and any kind of cloud storage and we need to give the access roles to the people who are required to 

get access and who are eligible to get access for the content. We have different approaches of making data clusters and 

making them to understand themselves to act in certain manner when they have a triggered problem. This is an inter-

esting task to identify which among the data available is not worthy to maintain and before publishing indentifying the 

information which is already existed in the internet without any extra modifications and updates.  

III. PROPOSED ARCHITECTURE 

This proposed system consists of few things to get understand the present requirement of the system. The present re-

quirement of the system is to understand the importance of the data which we are including in the repository based on 

the priority of the information and we need to slice he information and we need to gather the additions of the infor-

mation with the previous information. The main motto here is as follows: 

i. Need to check whether the data which we are uploading is already existed in the repository 

ii. If the data is not available need to create the category of the information and present them to the repository with 

appropriate category  

iii. If the data related to the same category is already available in the repository then we need to check for whether 

any additional information is added or not 

iv. If the additional data is not available in the existing data then we need to add the information to the existing data 

and update in the same repository. 
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v. If the existing data and new data is not matching more than 30% then it could better to update the new information 

irrespective of existing data on same category 

 

The following are technologies which we are using for this kind of implementation for handing the duplicate and re-

dundant data in the repository. 

i. Machine Learning 

Machine learning is the concept of indentifying the future of a problem based on the past experiences and the present 

conditions. In this article we are considering natural language processing which is a subpart of machine learning im-

plementations.  

a. NLTK 

NLTK is natural language toolkit is the machine learning repository for understanding the human generated infor-

mation and make a decision on the input the human gave. If we  consider a generala conversation between human and 

computer like ELIZA NLTK is used to analyse the conversation between those two users. The below image will be 

helpful to understand the NLTK library

 

 
Figure 1: Explains the NLTK tokenization flowchart 

 

b. Decision Trees 

Decision trees are the basic machine learning algorithm which generates the rules based on the human decisions. The 

decisions we make will be based on the human instant emotions and we have to process the information based on the 

specific rule based process and in this scenario we have to split the information into slices and we have to identify the 

process of spreading the key words in the article which is being uploaded in the internet. Figure 2 indicates the sample 

example of decision tree algorithm.
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Figure 2: Decision Tree sample implementation for whether prediction 

 

c. Map Reduce 

Map Reduce is a two way task in the data manipulation and in which we perform the Map operation to split the data 

into chunks and done some key value pair mapping with the input data we gathered. These key value pairs are furthered 

used for the classifying the information related to the input dataset. Figure 3 explains the architecture of mapreduce 

methodology

 

 
Figure 3: Map Reduce methodology 

 

In this methodology each key value pair is further divided into the chunks based on the rules we generated to gather the 

information. This kind of information is furthered used to reduce the complexity and reverse mapping the information 

which is already present in the repository 

d. AWS Cloud 

AWS cloud provides default services for the  big data analytics and we perform the information retrieval and storage 

in the cloud platform to gather and update every piece of information which is relevant to the concept. This kind of 

architectures help the people to free access of all the major services. The following image 4 represents AWS cloud 

platform for the proposing concept
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Figure 4: AWS services for big data analytics 

 

IV. PROPOSED ARCHITECTURAL IMPLEMENTATION 

 

This kind of proposed architecture consists of some of the things to be considered before implementing. The rules of 

this concept is to make the data in an understandable format and using of unwanted symbols and images can make a 

mess in data and this kind of noisy information have to removed before performing any kind of machine learning and 

big data analytics approach. This kind of approach is to make the data management some what simple and implementa-

ble. In this kind there are different phases which we are considering for better implementation of this kind of architec-

ture. This kind of new architectures need some space of implementation  whenever we are updating the information to 

the repository. This kind of breakage can help to build path for the solution. 

 

In this phases first phase as follows: The first phase is to identify the category of the data which we are uploading. The 

category is defined based on the inputs we are gathering from the user input. The input defines some of the key words 

which can further used for decryption of the category of the information which we are uploading. This kind of small 

information can be helpful identifying the further information in a large scale. This scale of information is further 

stored in the cloud repository. This cloud repository is access secured. This kind of access security can be helpful for 

identifying the users who are using the information and who are accessing the database for any data manipulations and 

further tasks. 

 

The second phase is to identify the map reduce function which can calculate the events which are happened with key 

value pair. This kind of key value pair is used to identify the which kind of information is being transferred over the 

internet regularly.
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Figure 5: Phase 1 

 

 

Third is to map the currently unloadable information with the previously available information. This kind of previously 

available information is tracked based on the keywords which the information is speaking about. We need to map those 

kind of key value pairs and transmit the information. Figure 5, figure 6 and figure 7 defines the architectures. 

 

The next phase is explained in the image as follows 

 

 

 
 

Figure 6: Map Reduce Key Value Pair
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Figure 7: AWS architecture for Big Data 

These are the three phases in which we are required to identify the task of updating information which was 

redundant in the repository. 

V. RESULTS 

The algorithm which we considered worked well with in collaboration with big data and the cloud computing. Random 

forest performed well in accuracy matters and the previous work of this kind of architectures is based on the things 

which are not even required to be considered like implementing the naive baysian network. This kind of networks can 

handle the information but the NLTK implementation will be done with Random Forest. This kind of small information 

can be useful for prediction of some of the accuracies of implanting the above concept with other machine learning 

algorithms. The table as follows in table 1. The concept hereto indentifies the words which are already used in the 

combination of the sentences. In this scenario we have to choose the concept which can be further used for the imple-

mentation of the analysis of the words which are being repeated in the document or the content and this can identified 

and checked whether anywhere in the internet we have the same combinations. This combination process will be done 

by the NLTK. In NLTK we implemented the slicing of the content and these contents can be helpful for identifying the 

small things which are majorly used in the text classification. Here we are classifying the text whether the combination 

is working or not. We choose different combinations of the text words and check with the global repository which was 

working on the same format. This format should be unique in order to accept for the uploading of the content. This kind 

of contents can be helpful to understand the importance of managing the redundant information. This kind of redundant 

information is no way used and the maintenance of the data will be much expensive. In order to manage this kind of 

bugs in the real time we need to manage the content with the sample requirements of the data analysis. The result we 

get here is a confusion matrix with the following output so that we can get the idea of implementation of the content 

while uploading over the internet. 

 

Figure 8 explains the confusion matrix for the number of word combinations repeated before rewriting the content and 

after that. 

 

This kind of images can be useful for implementing the content based on the word combinations and sentences. 
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Figure 8:  Confusion Matrix for the word count without normalization. This count indicates the combinations 

we found. 

 

Here authorized indicates the combination of words which are not copied and the redundant and the forged indicates 

the words which are copied from other sources and cannot be republished over the internet. 

        

Table 1: Accuracy table 

        

S. No Algorithm Accuracy 

1 Decision Trees 92% 

2 Random Forest 97% 

3 CNB 85% 

 

VI. CONCLUSION 

 

The information we store in the repository may contain the duplicate information which can be calculated and identi-

fied and eliminated. This article main focus is on such kind of things which are focusing on identifying the duplicate 

information in single repository which is causing some of the issues with handling the data. Then here comes to the 

picture of machine learning and AWS with collaboration with big data analytics. This kind of analytics performs to 

identify which kind of information can be saved and stored in the repository and which kid of information can be elim-

inated. Random forest is the algorithm achieved highest accuracy and the CNB classifier having lowest among those. 
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