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ABSTRACT: Speech signal processing is one of important domain in digital signal processing because variety of 
noise signals can affect the speech signal so the end user cannot hear the original signal. Noises include quite, ISI, 
aliasing white noises, etc… This paper presents removal of noise from original speech signal and analyzes the various 
parameters. This proposed approach is done by framing and windowing method. Initially the sound signal is 
preprocessed and notices the quite noise (i.e) silent noise and envelope noise removes these noises by setting the 
maximum envelope level. The parameters include spectrogram, frequency spectrum, magnitude spectrum, thresholding, 
power spectral density for the noise removed signal. For the implementation of proposed work we use the MATLAB 
R2011b version software. 
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I. INTRODUCTION 

Pre-Processing of Speech Signal is very crucial in the applications where silence or background noise is completely 
undesirable. Applications like Speech and Speaker Recognition needs efficient feature extraction techniques from 
speech signal where most of the voiced part contains Speech or Speaker specific attributes. Endpoint Detection as well 
as silence removal is well known techniques adopted for many years for this and also for dimensionality reduction in 
speech that facilitates the system to be computationally more efficient. This type of classification of speech into voiced 
or silence/unvoiced sounds finds other applications mainly in Fundamental Frequency Estimation, Formant Extraction 
or Syllable Marking, Stop Consonant Identification and End Point Detection for isolated utterances. There are several 
ways of classifying (labelling) events in speech. It is accepted convention to use a three-state representation in which 
states are  

 
(i) Silence (S), where no speech is produced; 
(ii) Unvoiced (U), in which the vocal cords are not vibrating, so the resulting speech waveform is a periodic or 

random in nature 
(iii) Voiced (V), in which the vocal chords are tensed and therefore vibrate periodically when air flows from the 

lungs, so the resulting waveform is quasi-periodic. 

It should be clear that the segmentation of the waveform into well defined regions of silence, unvoiced, signals is 
not exact; it is often difficult to distinguish a weak, unvoiced sound (like /f/ or /th/) from silence, or weak voiced sound 
(like /v/ or /m/) from unvoiced sounds or even silence. However, it is usually not critical to segment the signal to a 
precision much lesser than several milliseconds; hence, small errors in boundary locations usually have no consequence 
for most applications. Since for most of the practical cases the unvoiced part has low energy content and thus silence 
(background noise) and unvoiced part is classified together as silence/unvoiced and is distinguished from voiced part.  

II. RELATED WORK 
 
In [1] author used Short Time Energy and Statistical method for composite silence removal technique. The 

performance of the proposed algorithm is compared with the Short Time Energy (STE) algorithm and the statistical 
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method with varying Signal to Noise Ratio (SNR). A comparison between the speaker identification rate including and 
excluding the silence removal technique shows around 20% increase in identification rate.  In [2] author used Time 
Frequency Transforms for signal decomposition in setting frame theory and provides new insights in application to data 
analysis. He investigates some interaction of these tools, both theoretically and numerical experiments in order to 
characterize the signal and their frame transforms. He also used a concepts of persistent homology as an important new 
subfield for computational topology also formulations of time frequency analysis in frame theory. In [3] author used 
automatically segment the speech signal into silence, voiced and unvoiced regions which are very beneficial in 
increasing the accuracy and performance of recognition systems. Proposed algorithm is based on three important 
characteristics of speech signal namely Zero Crossing Rate, Short Time Energy and Fundamental Frequency.  

III. PROPOSED ALGORITHM 

End point detection and Silence removal 
 

The captured audio signal may contain silence at different positions such as beginning of signal, in between the 
words of a sentence, end of signal…. etc. If silent frames are included, modelling resources are spent on parts of the 
signal which do not contribute to the identification. The silence present must be removed before further processing. 
There are several ways for doing this: most popular are Short Time Energy and Zeros Crossing Rate. But they have 
their own limitation regarding setting thresholds as an ad hocbasis. 
 

It assumes that background noise present in the utterances is Gaussian in nature. Usually first 200msec or more of 
a speech recording corresponds to silence or background noise; because the speaker takes some time to read when 
recording starts. 
 

Step 1:  Calculate the mean (μ) and standard deviation (σ) of the first 200ms samples of the given utterance. The 
background noise is characterized by this μ and σ. 

Step 2: Go from 1st sample to the last sample of the speech recording. In each sample, check whether one-
dimensional Mahalanob is distance functions i.e. | x-μ |/ σ greater than 3 or not. If Mahalanob is distance 
function is greater than 3, the sample is to be treated as voiced sample otherwise it is an unvoiced/silence. 
The threshold reject the samples up to 99.7% as per given by P [|x−μ|≤3σ] =0.997 in a Gaussian 
distribution thus accepting only the voiced samples. 

Step 3:  Mark the voiced sample as 1 and unvoiced sample as 0. Divide the whole speech signal into 10 ms non-
overlapping windows. Represent the complete speech by only zeros and ones. 

Step 4:  Consider there are M number of zeros and N number of ones in a window. If M ≥ N then convert each of 
ones to zeros and vice versa. This method adopted here keeping in mind that a speech production system 
consisting of vocal cord, tongue, vocal tract etc. cannot change abruptly in a short period of time window 
taken here as 10ms. 

Step 5: Collect the voiced part only according to the labelled “1” samples from the windowed array and dump it in 
a new array. Retrieve the voiced part of the original speech signal from labelled 1 sample. 
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Framing and windowing 

Speech is anon-stationary signal, meaning that its statistical properties are not constant across time. Instead, we 
want to extract spectral features from a small window of speech that characterizes a particular sub phone and for which 
we can make the (rough) assumption that the signal is stationary (i.e. its statistical properties are constant within this 
region).We used frame block of 23.22ms with 50% overlapping i.e., 512 samples per frame. 
 

 
The rectangular window (i.e., no window) can cause problems, when we do Fourier analysis; it abruptly cuts of the 

signal at its boundaries. A good window function has a narrow main lobe and low side lobe levels in their transfer 
functions, which shrinks the values of the signal toward zero at the window boundaries, avoiding discontinuities.  

 

 
 
PARAMETERS 
 
 Parameters that are included 
 

 Spectrogram 
 Frequency spectrum 
 Magnitude spectrum 
 Thresholding 
 Power Spectral Density (PSD) 
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Spectrogram 
 
A graphic representation of a spectrum of frequencies in a sound wave is called a spectrogram. There are many 

formats of representing a spectrogram. For the implementation of this algorithm, we shall use a three dimensional 
graph. 

• The horizontal axis (X axis) represents time,  
• The vertical axis (Y axis) is the frequency and  
• The third dimension (Z axis) indicates the amplitude of a particular frequency at a particular time.  

This dimension is represented by the intensity or color of each point in the image. This figure is given below 
illustrates a typical spectrogram created using this format 
. 
 

 
 
 
Frequency Spectrum 
 

When harmonic components of a signal are known, the signal can be presented in a different way that highlights its 
frequency content rather than its time domain content. Introducing the third axis of frequency perpendicular to the 
amplitude-time plane the harmonic components can be plotted in the plane that corresponds to their frequencies. For 
example, a random signal similar to the one in figure below can be presented in such a way that both time and 
frequency details are visible. 

 

 
 
 
The graph in Figure can be rotated in such a way that the time axis is perpendicular to the observer. This frequency 

domain view when the time axis is no longer visible and only positive values of magnitude of each sine are plotted is 
called the magnitude spectrum.  
 
Magnitude spectrum 
 

A sinusoid's frequency content may be graphed in the frequency domain as shown in the figure.1: Spectral 
magnitude representation of a unit-amplitude sinusoid at frequency Hz (Phase is not shown). An example of a 
particular sinusoid graphed in Figure is given below.  
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Thresholding 

 
 
In many vision applications, it is useful to be able to separate out the regions of the audio signal corresponding to 

original voice in which we are interested, from the regions of the image that correspond to background. Thresholding 
often provides an easy and convenient way to perform this segmentation on the audio signal. 

 
The time frequency coefficients are grouped in blocks before being attenuated. Block thresholding regulates the 

estimate and does not create isolated coefficients responsible for our input signal. Making the windowing narrower 
makes the threshold more sensitive to changes, makes the window wider makes it less sensitive and is a useful 
parameter. 
 
Power Spectral Estimation 
  

Perhaps one of the more important application areas of digital signal processing (DSP) is the power spectral 
estimation of periodic and random signals. Speech recognition problems use spectrum analysis as a preliminary 
measurement to perform speech bandwidth reduction and further acoustic processing. Sonar systems use sophisticated 
spectrum analysis to locate submarines and surface vessels. Spectral measurements in radar are used to obtain target 
location and velocity information. Since the estimation of power spectra is statistically based and covers a variety of 
digital signal processing concepts, 
 
Parametric Methods for Power Spectral Density Estimation 
 

As discussed earlier, we would like to estimate the power spectral density (PSD) of the signal y(t), which is 
obtained by filtering white noise e(t) of power σ2 through the rational stable and causal filter with the transfer function 
H(ω) = B(ω)/A(ω), where 

 
 
In the time domain, the above filtering can be represented as 

We further divide this problem into three categories based on the values of m and n: 
• If both m and n are non-zero, then the signal is said to be Auto-regressive moving average (ARMA) and is 

denoted by ARMA (n, m). 
• If m = 0, then the signal is an auto-regressive (AR) signal and is denoted by AR (n); and finally, 
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• If n = 0, the signal is a moving average (MA) signal and is denoted by MA (m). 
In the time domain, the above filtering can be represented as 

 
IV. WORKFLOW 

 

 
 

V. SIMULATION RESULTS 
 

The simulation studies involve the silence removal from audio signal and analyse various parameters using 
MATLAB. Figure 1 shows the output of the noise removed signal. In this fig the 1st part shows the noise from the input 
signal. The noise is indicated by red color. The 2nd part shows the noise and silence removed signal. Figure 2 shows the 
Spectrogram of the input signal and three dimensional view of the input signal can be viewed from this output in which 
the x axis represents the time, y axis represents the frequency and z axis represents the amplitude the input signal. 
Figure 3 shows the frequency domain view when the time axis is no longer visible and only positive values of 
magnitude of each sine are plotted, is called the frequency spectrum. Figure 4 shows the output of magnitude spectrum. 
The magnitude spectrum represents the unit-amplitude sinusoid at frequency. Figure 5 shows the thresholding of the 
input signal which separate out the regions of the audio signal corresponding to original voice from the regions of the 
audio signal. Figure 6 shows the Power Spectral Density of the input signal. This Power Spectral Density describes 
how power of a signal or time series is distributed over frequency. 
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Figure 1 Noise and Silence Removed Signal 

 
Figure 2 Spectrogram of the signal 

 

 
Figure 3 Frequency Spectrum 

 

 
Figure 4 Magnitude Spectrum 

 
 

 
Figure 5 Thresholding 

 
 

 

 
Figure 6 Power Spectral Density 
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VI. CONCLUSION AND FUTURE WORK 
 

In this project, Silence and noise of an input signal is removed by using MATLAB software. And it gives the 
resultant output without any noise and silence. I also added another five parameters which gives additional techniques 
of the signal. This process can also be implemented by using LMS loop adaptive filter algorithm for getting better 
accuracy. 
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