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ABSTRACT: In the context of COVID 19, on line commercial enterprise and on line training structures are 

unexpectedly changing offline work; the quantity of net customers is unexpectedly increasing in tandem with extra on 
line activities. Unusual incidents are happening everywhere in the global because of uncommon conditions. 
Organizations can be compelled to deal with their activity in a brand new ordinary because of those uncommon 
circumstances. As facts grow in length and dimension, it will become extra hard to identify anomalous events, 
particularly as misleading movements develop in quantity. As a result, Anomaly Detection is a urgent want in each 
industry. Anomaly detection is essential to save you corporations from collapsing because of fraud and antagonistic 
activity.  Manual anomaly detection approaches have been utilised in the past, however manual detection of high 
dimensional datasets is difficult. As a result, automated anomaly detection techniques using statistical, data mining, and 
machine learning techniques have become increasingly common. Deep learning techniques have become increasingly 
popular in recent years. This study offers a thorough examination of deep learning approaches for high-dimensional 
time series datasets. 
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I. INTRODUCTION 
 
Anomaly detection is an essential research problem that has acquired a whole lot of interest in a number of fields. 
Anomaly detection is a subset of data mining that includes recognising matters or occurrences that don't comply with a 
predetermined pattern, in addition to different items in a dataset that might pass overlooked through a human expert. 
Such activities that deviate from their everyday behaviour are referred to as anomalies. Thus anomalies are items or 
activities that fluctuate from their ordinary behaviour. Anomalies may be transformed into problems consisting of 
structural flaws, faults, or frauds in general. 
 
Anomaly 

Something that deviates from typical behaviour or what is expected is referred to as an anomaly. A leaking connection 
pipe that causes the entire production line to shut down, multiple failed login attempts suggesting the likelihood of fishy 
cyber activity, and fraud detection in financial transactions are just a few examples of anomalies. Let's look at an 
example of a bank transaction for further clarification. Assume a user has a savings bank account from which 
he usually withdraws Rs 10,000, but one day he withdraws Rs 6, 00,000. This is a rare occurrence for the bank, as it 
usually deducts Rs 10,000 from the account. For bank staff, this transaction is unusual. The anomaly is a data 
observation that contradicts itself. It establishes that a particular model or assumption is incompatible with the issued 
statement. Point anomaly, contextual anomaly, and collective anomaly are the three types of anomalies.  
 
Point Anomaly 
A point anomaly occurs when a single instance in a dataset differs from the others in terms of its properties. In other 
words, when a specific value inside a dataset is unexpected in comparison to the rest of the data, this is referred to as a 
Point Anomaly. The above-mentioned example of the bank transaction is an example of point anomaly. 
 
Contextual Anomaly 
When the occurrence of data is anomalous for certain set of conditions, then it is known as Contextual Anomaly. For 
instance, the anomaly happens at a specified time interval. Thus the Contextual anomaly occurs when data is abnormal 
in a certain context.  
These anomalies, also known as conditional anomalies, have values that differ dramatically from the values of other 
data points in the same context. In some cases, an anomaly in one dataset may not be an abnormality in another. 
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Because time series datasets contain records of specified quantities over a period of time, outliers are typical. Although 
the value is consistent with global expectations, it may appear unusual in particular seasonal data patterns. 
Contextual outliers are events that fall within the typical range on a global scale yet are out of the ordinary when seen 
in the context of seasonal cycles. It would be regarded a contextual abnormality if a customer only spends $2500 on 
gifts in December yet charges $2000 in July. While the expenditures for that month are within their normal global 
range, they occur at an exceptional period. 
 
Collective Anomaly 
A combination of multiple incidents can lead to the formation of collective anomalies. When a collection of 
occurrences of data is aberrant in comparison to the rest of the dataset then it is called collective anomaly. In other 
words, when a subset of data points within a set deviates from the norm for the entire dataset, those values are referred 
to as collective outliers. Individual values in this category are not out of place globally or contextually. When we 
examine different time series together, we start to notice these types of anomalies. Individual behaviour in a specific 
time series dataset may not deviate from the normal range. When combined with another time series dataset, however, 
more significant anomalies emerge. 
 
Breaking the trend observed in ECG is an example of collective anomaly. Collective anomalies are events that, on their 
own, do not deviate from the expected pattern of behaviour, but when combined, represent an anomaly. A group of 
customers with a history of order cancellations cancelling their orders all at the same time would be considered a 
collective anomaly. 

As soon as possible, anomalies should be distinguished from the typical pattern. To provide real-time notifications, 
anomaly detection should be done on streaming data. Some anomalies are uninteresting, but others are critical. As an 
example, An irregularity that directly affects revenue may be more serious than one that affects engagement. A steady 
metric anomaly may be more intriguing than a dynamic metric anomaly. Anomalies of a larger size are more likely to 
be fascinating than those of a smaller size. Thus Anomalies are just variations from the expected value for a metric at 
any particular point in time; they aren't categorically good or bad. Thus Anomaly detection is a useful tool for detecting 
unusual events that may have great significance but are difficult to find. 

II. HIGH DIMENSIONAL TIME SERIES DATA 

High Dimensional denotes that there are a dizzying amount of dimensions – so many that computations become 
incredibly complex. The number of features in high-dimensional data can outnumber the number of observations. The 
present tendency is for more observations, but even more so for a large number of features. Curves, photographs, and 
movies might constitute the observations, with each having thousands, millions, or billions of dimensions but just tens 
or hundreds of observations to study. This is referred to as High Dimensional Data. Microarrays, for example, which 
monitor gene expression, can have hundreds or thousands of samples. Thousands of genes can be found in a single 
sample. There are millions of potential gene combinations in a single individual (i.e. one observation).  Other industries 
where features outnumber observations and high-dimensional data can be employed include finance, high-resolution 
photography, biometrics, medical, e-commerce, network security, industrial applications, and website analysis (e.g. 
advertising, crawling, or ranking). Combining high dimensionality with large datasets can be extremely difficult and 
demanding. Correct methodologies and methods for dealing with such high-dimensional data must be used to utilise 
data features. Furthermore, data can have distinct properties and complex data structures, rendering typical analysis 
methods worthless. To extract additional useful information from high-dimensional data, new approaches are 
necessary. A time series is a collection of data that associates each value with a certain time period. Any measurable 
quantity that is time dependent in some way, such as pricing, humidity, or the number of people, can be used as the 
value.  

Time Series Anomaly Detection 
Time series data anomaly detection is concerned with data that change over time. On our own computer, for example, 
CPU consumption, network usage, memory usage, and other factors change over time. You can graph it as a line graph 
on the X-axis and time on the Y-axis. It clearly depicts the evolution of the metric over time. Time series anomaly 
detection is the process of understanding the behaviour of time series data using AI/ML algorithms and then detecting 
any unexpected behaviour, such as a sudden spike or dip. 
Time series data is made up of a series of values that change over time. That is, each point is typically composed of two 
items: a timestamp for when the metric was measured and the value associated with that metric at the time. 
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III. ANOMALY DETECTION METHODS 

Manual 
Manual anomaly detection was once a feasible method for detecting anomalies by hand in the past. One simply needed 
to measure a few Key Performance Indicators throughout the organization, and the datasets were small enough for an 
analytics team to handle. However, we now have access to more data than ever before, and thus traditional, manual 
anomaly detection has one major flaw: it doesn't scale to large number of metrics.  When there are hundreds, thousands, 
or even millions of metrics to handle, manual anomaly detection becomes impossible. It is tedious to perform anomaly 
detection by hand. This requires domain knowledge and—even more difficult to access—foresight.  
Manual detection methods would introduce inconsistencies and human error. Tracking a large number of metrics 
necessitates the hiring of a large team of staff members. For example, if one person can perform anomaly detection for 
100 metrics at once, then 10,000 or more people would be required just for anomaly detection for 1 million or more 
metrics. It is practically impossible to hire such a large number of people in an organisation solely for the purpose of 
detecting anomalies. There's a limit to how many people an organization can hire, how much experience they can 
provide, and how accurate their anomaly detection insights can be.  
Manual anomaly detection in real-time is very challenging, time consuming and expensive. 
 
Automated Anomaly Detection 
Because manual anomaly detection is currently impractical, automated anomaly detection which is adaptable and 
timely, and can handle large datasets is used. Keeping the current situation in mind necessitates automated anomaly 
detection that can provide accurate, real-time insights regardless of how many metrics one needs to track. True 
automated anomaly detection systems should detect, rank, and group data, removing the need for large teams of 
analysts. 

The following are some of the ways that an automated anomaly detection system might benefit an organization: 

 It connects to all of the various data sources from which the metrics are derived. 

 It employs patented unsupervised algorithms that are designed to comprehend and learn all of the data's trends, 
periodicity, and seasonality. 

 It can autonomously identify all emergent issues that depart from usual behaviour in real time. 

 Different anomalies can be categorised using correlation, which can help with root cause analysis in the event 
of an occurrence. 

 It gives Smart Insights that business customers can consume without the need for data experts. 

 It saves time and effort in configuration and development, allowing the Company to concentrate on the results 
and make informed decisions. 

 
Types of Automated Anomaly Detection Methods for High Dimensional Time Series 
 
Anomalies in input data can be identified using a variety of automated model-based methods. They are detected using a 
variety of tools and approaches, ranging from simple statistical techniques to complicated machine learning and deep 
learning algorithms, depending on the complexity of the data and the level of sophistication required. The 
computational approaches for anomaly detection of time series can be divided into three categories, according to prior 
studies published in the literature: 

I. Statistical methods  
II. Data Mining based techniques 
III. Classical machine learning methods  

Statistical methods 

There are some simple but effective statistical tools that can be used to screen anomalies quickly. While the 
employment of sophisticated algorithms is occasionally unavoidable, sometimes simple techniques are sufficient. 
Anomaly detection can be done using a variety of statistical approaches such as the Z-score, IQR, Histogram, and 
BOXPLOT. Given the enormous number of input variables, identifying and removing anomalies with simple statistical 
methods is difficult for large datasets. For many years, statistical-based models such as Autoregressive Model(AR), 
Moving Average Model (MA), Autoregressive Moving Average Model (ARMA), Autoregressive integrated moving 
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average,(ARIMA), and others were the state-of-the-art for detecting anomalies in time series [1]. [2] specified Gaussian 
mixture model, Regression model, and Histogram Based Outlier detection (HBOS) algorithm for anomaly detection. A 
disadvantage of these methods is that anomaly identification is dependent on the assumption that data is collected using 
a specific statistical distribution [2]. 

Data Mining Based Techniques 

The literature contains data mining techniques such as clustering and classification. Researchers have primarily 
employed K-means clustering to group similar data points and data points outside of these clusters have been regarded 
as anomalies. These methods function in an unsupervised mode; nevertheless, with smaller datasets, they may not 
provide reliable insights at the appropriate degree of detail. Anomaly detection has been successfully applied using data 
mining approaches such as Subsequence Time-Series Clustering (STSC), Density-Based Spatial Clustering of 
Applications with Noise (DBSCAN), Isolation Forest, One-Class Support Vector Machines (OC-SVM), and others [1]. 

Machine Learning Methods 

In recent years, Machine learning methods have been shown to boost performance in anomaly detection problems. 
Machine learning can be used to learn a system's properties from observed data, which can help to improve detection 
speed. Machine-learning algorithms are capable of not only learning from data, but also making predictions based on 
that data, as well as improving their predictive abilities by "learning" from the outcomes of their initial predictions as 
events unfold in real life (the feedback loop). Machine learning techniques for anomaly detection include methods for 
detecting and classifying anomalies in vast and complex big data sets. The traditional machine learning (ML) 
techniques are suboptimal when it comes to high-dimensional data and sequence datasets, because they fail to capture 
the complex structures in the data.  Machine learning techniques include fuzzy logic, genetic algorithm, Bayesian 
approach and neural network [2]. 

Supervised Machine Learning 

To build a prediction model, the supervised technique requires a labelled training set with normal and anomalous 
observations. Supervised neural networks, support vector machines, k-nearest neighbours, Bayesian networks, and 
decision trees are some of the most common supervised approaches. 

Because of their ability to include both previous knowledge and data and produce a confidence score with the model 
output, supervised models are thought to have a greater detection rate than unsupervised methods. In actuality, this isn't 
always the case because anomalies come in a variety of shapes and sizes, with new abnormalities arising during testing. 
As a result, unsupervised methods that generalise well and are more successful at detecting previously undetected 
anomalies are preferred. 

Unsupervised Machine Learning 

Unsupervised approaches do not require training data that has been manually labelled. They assume that the majority of 
the data is normal, with only a small percentage of it being abnormal, and that malicious data will be statistically 
distinct from regular data. Based on these two assumptions, data groups with many comparable examples are 
considered normal, while data groups with few similar instances are classified as harmful. 

K-means, Autoencoders, (Gaussian Mixture Modelling) GMMs, PCAs (Principal Component Analysis), and 
hypothesis tests-based analysis are some of the most prominent unsupervised algorithms. 

Because of the lack of labelled data, supervised algorithms are not appropriate for time series data. As a result, for 
anomaly detection, unsupervised algorithms are used. Unsupervised Learning is a subfield of Anomaly Detection, 
which is a broader research field. 
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Limitations of Machine Learning Approaches 

 The gathering of data is one of the most unpleasant aspects of Machine Learning.  When we collect data 
through surveys, there is a chance that it will contain a considerable amount of fake and erroneous 
information. We frequently encounter situations in which data is unbalanced, resulting in low model accuracy. 
Because of these factors, data gathering is a significant disadvantage of Machine Learning. 

 Machine Learning models can process enormous volumes of data. The more data there is, the longer it takes to 
learn from it and interpret it. It could also mean more computational resources in some cases. 

Therefore, there is a shift from machine learning to deep learning due to the limits of machine learning approaches.  

Deep learning (DL) approaches, as a branch of machine learning, hold a lot of potential over classical machine 
learning, with improved accuracy, greater flexibility, stronger generalisation, and less reliance on domain expertise. 

IV. DEEP LEARNING 

The shift from Machine Learning to Deep Learning approaches is a recent development. Deep learning (DL) has lately 
gained popularity as a highly effective method for detecting time series anomalies. Due to its ability to extract 
complicated patterns automatically without the need for feature extraction pre-processing, DL models are particularly 
well suited to high-dimensional temporal sequences. LSTM (Long Short-Term Memory), Autoencoders, MLP 
(Multilayer Perceptron), GAN (Generative Adversarial Network), and other deep learning methods are available. In the 
time series anomaly detection sector, more specialised DL models such as Recurrent Neural Networks (RNNs) and 
Convolutional Neural Networks (CNNs) began to gain attention. It is extremely difficult to train an RNN. When using 
tanh or relu as an activation function, it cannot process very long sequences. However, the CNN's basic flaws, such as 
its fixed-size input vector and inconsistent input and output sizes, restrict its use in time-series. Therefore, a specific 
CNN architecture known as Temporal Convolutional Network (TCN) has recently gained popularity due to its 
suitability for dealing with time series data. [3] were the first to propose the concept of TCN. It was created to analyse 
long-term sequences. The primary characteristics of Temporal Convolutional Network for complex time series 
problems are:  

 TCNs have the advantage of being able to handle variable-length inputs, similar to RNNs.  

 TCNs also use less memory than recurrent networks because of their shared convolution architecture, which 
enables them to analyse large sequences in parallel. The input sequences in RNNs are processed sequentially, 
resulting in a longer computation time [4]. 

  TCNs are also trained using the normal back propagation technique, which avoids the gradient difficulties 
associated with the RNN's back propagation-through-time approach (BPTT). 

 The output size is equal to the input size (we can keep the sequence length as in a recurrent neural network); 

 No future information is taken into account for the characteristics from step t, which can be ensured by using a 
causal convolution; 

 The dilation factor is used for causal convolutions to ensure a large receptive field. 

 TCNs can extract long-term patterns utilising dilated causal convolutions and residual blocks, and they are 
also more computationally efficient [4].  

 
The TCN has a basic network structure and beats traditional recurrent networks like the recurrent neural network 
(RNN) and Convolutional neural network (CNN) in terms of time-series data analysis accuracy and efficiency [5].  
 
TCN has greater detection accuracy, however when doing data processing; this technique often separates the data into 
blocks in an overly simplified manner. When a data block is used as a distinct vector input model, the data's correlation 
can be lost [6]. Therefore, TCN can be combined with Autoencoder to overcome this limitation for detection of 
anomalies. 

TCN with Autoencoder is introduced in the literature for anomaly detection in time series [6] and [7]. Autoencoders are 
supplementary neural networks that help with data cleansing, denoising, feature extraction, and dimensionality 
reduction when used in conjunction with machine learning models. Autoencoders are a method for detecting anomalies 
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based on unsupervised approach. When dealing with complex and non-linear data problems, autoencoder approaches 
show their worth.  

V. CONCLUSION 
 
Deep learning algorithms have recently been employed for anomaly detection. Deep learning techniques include 
LSTM, Autoencoders, MLP, GAN, RNN, CNN, TCN, and TCN-AE. TCN-AE can be expanded in the future to 
improve the efficiency and performance of the anomaly detection system. 
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