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ABSTRACT: Companies of software pays lot of money for fixing bugs. If the system has bugs, nothing will work 
properly in it. So, It is necessary to solve the bugs in software. Here, we address the data reduction for bug triage i.e. to 
increase the quality of bug data by reducing the bug dimension. Also we are using instance selection and feature 
selection method for extracting attributes from new bug dataset. Mozilla and eclipse are the available dataset for it. 
Also after data reduction. We are showing the best fit solution for required bug issue. 
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I. INTRODUCTION 
 
In software engineering practices, identification and correction of bugs are main task. For example, per day lot of 

bugs are reported in Eclipse and Mozilla. Quality of dataset is loss because of bugs. After finding bugs in software, 
bugs are given to developers for fixing. Assigning bugs to developers is very difficult and time consuming task .Bug 
tracking system is used for most of big software projects for tracking/managing bugs. Companies spend lot of money 
on fixing bugs. After getting solutions from solver, tester, developers , save this data in repository which is called as 
bug repository. This bug report contains the summary and description of the bugs. Summary is used to identify the 
bugs. Description gives the solution of bugs. We identify bugs using their summary. Our main task is not only reducing 
the bug dataset but also improving the quality of bug dataset. We use instance selection and feature selection methods 
for reducing the bug dataset. When we use instance selection, accuracy gets decreased. So, feature selection is used. We 
are using both techniques combinely. Developers store their solutions in bug repository. In previous system can not get 
best solution. So, we are showing the best fit solution among all solutions. 

 
Objectives of proposed work is as follows: 
 
• Simultaneously decrease the scales of word dimension and bug dimension. 
• Improving the bug fixing. 
• Improve bug fixing results of reducing data and gives solution with specific task. 

 
II. RELATED WORK 

 
 D. Cubranic and G. C. Murphy [2] used an application of supervised machine learning using a naive Bayes 

classifier for automatically assign bug reports to developers. For that they experimented their approach on bug reports 
from a large open-source project such as Eclipse.org. And get 30 percent classification accuracy. S. Kim, K. Pan, E. J. 
Whitehead, Jr [7] used project-specific bug finding tool using memories of bug fixes. They used  BugMem tool to 
detect potential bugs which suggests corresponding fixes. They tackle information to improve the quality of source 
code and provide detailed guidance to developers. G. Jeong , S. Kim, and T. Zimmermann [3], studied for improving 
the bug assignment process and reduce unnecessary tossing steps, they used tossing graph model which used existing 
tossing history. This system assigns bug to expert developers. It gets 23 % accuracy as compared to existing system. J. 
W. Park, M. W. Lee, J. Kim, S. W. Hwang, and S. Kim, [4], used COSTRIAGE (A Cost-Aware Triage Algorithm for 
Bug Reporting Systems) technique. They used a proof-of-concept implementation by using cost of bug fixing time. 
This technique is used to minimize the cost of bug fixing. C. Sun, D. Lo, S. C. Khoo, and J. Jiang [8], improved the 



         
                     
                  ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

  Vol. 4, Issue 9, September 2016  
           

Copyright to IJIRCCE                                                       DOI: 10.15680/IJIRCCE.2016. 0409013                                             15786 

 

accuracy of duplicate bug retrieval. In order to identify such duplicates accurately, they proposed a retrieval function 
(REP) to measure the similarity between two bug reports. For more accurate measurement of textual similarity, they 
extend BM25F technique for duplicate report retrieval. 

 
III. PROPOSED SYSTEM 

 
    This architecture gives the details of  proposed system. Here, we are using available bug dataset as eclipse and 
Mozilla. After taking the bug dataset , this dataset is classified . We are using instance selection and feature selection 
algorithms for reduction of dataset as well as improving the quality of bug dataset. After getting reduced data, shows 
the best fit solution. 
 

 
 

Fig 1.System Architecture 
                                                       

IV. RESULTS 
 
Following gives the result of proposed system : 
 

1) The Importing Dataset: This shows  the dataset upload while clicking on import button. 
 

  
Fig 2. Importig Dataset 
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2) Reduction Of Dataset:This shows the reduction of dataset in proposed system with existing system dataset and 
display number of records reduced in proposed system. 
 

 
Fig 3.  Data Reduction 

 
3) Removing Duplicate Records: This shows the duplicate records which are deleted for data reduction. 

 

 
Fig 4.  Removing duplicate records 
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V. CONCLUSION AND FUTURE WORK 
 
 The Software Companies spend lot of on fixing bug. Fixing bug is very important. Time required for this is very 

long. So, we are implementing this system for reducing cost, reducing bug dataset and improving the quality of bug 
dataset. We use Instance selection and feature selection both techniques combines to achieve data scaling and quality of 
bug dataset. And additionally search best fit solution among all solutions. So time is saving as well as space to store 
bug dataset is minimize. In future work, we plan on improving the data reduction based on their attribute values. 
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