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ABSTRACT: The parties involved in real estate, such as homeowners, purchasers, agents, creditors, and investors, an 
accurate estimate of its worth is essential. Prices are influenced by elements like size, number of rooms, and location, 
and they are subject to factors like market demand and special circumstances. In order to forecast home sales and create 
an accurate housing pricing model, this research employs random forest algorithms. The dataset   consists of 13321 
samples and 9 feature variables. The research explores the influence of features on prediction methods using 
conventional and cutting-edge machine learning methodologies and offers upbeat results by testing a number of 
regression strategies. Every year, prices rise as a result of rising demand for homes. Buyers, developers, and the real 
estate sector are interested in correct elements impacting home pricing. 
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I. INTRODUCTION 

Homeowners, appraisers, developers, tax assessors, investors, and mortgage lenders all depend on house price 
predictions, which are made possible by machine learning. Models' forecasting ability has increased by examining 
property value factors such dwelling site, quality, location, and environment. Due to rising interest rates, which 
undermined asset values and precipitated a dramatic decrease in home prices, the US real estate industry went through a 
worldwide crisis in 2005. However, the market saw an upward trend in 2012, necessitating the development of more 
accurate prediction models in order to safeguard the economy against foreseeable dangers. Machine learning techniques 
are becoming employed more frequently in prediction, which is advantageous to many different economic sectors. This 
study use a variety of machines to investigate the housing pricing issue. 

 

 Support vector regression and artificial neural networks are two examples of machine learning models that may be 
used to estimate home prices. With the use of this model, buyers, investors, and builders may estimate market 
valuations and choose their ideal homes depending on their budgets. Prior research has concentrated on examining 
factors influencing home values. In order to estimate house sales and develop an accurate housing price model, this 
study employs random forest algorithms. 

II. LITERATURE SURVEY 

 

Manasa and Gupta [5] have taken Bengaluru as city for case study. The property size in square feet, location, and its 
facilities are all key aspects affecting cost 9 different attributes are used For experimental work. 

In [3], Luo suggests that to explain the factors that determine residential asset prices, most studies have concentrated 
on macroeconomic aspects it looks at some micro characteristics such as lot size and pool size that can be utilized as 
features to estimate house price in this research. random forest and support vector machine are two machine learning 
methods which are used to predict asset pricing. 

Wang et al. [2] state that studies that do not take into account all of the factors influencing property values, provides 
inaccurate forecast results. As a consequence, for house prediction, the authors propose a full circle joint self- attention 
model. Authors employ satellite imagery to assess the environment around the residential area. 

Lim et al. [1] compared the prediction performance of the ANN model, the multilayer perceptron with that of the 
ARIMA model in predicting the Singapore housing market. 
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Piao et al. [7] find that the aspects governing residential real estate prices are complex and the evaluation of useful 
features is unclear, leading to reduced accuracy in many traditional home price prediction system. 

Varma et al. [6] worked upon regression techniques they used weighted average of the multiple techniques the 
selling price of a house is forecasted using fuzzy ANN and KNN. 

Mukhlishin et al. [8] assess the predictive performance to the real world selling price of a house using MAPE the 
fuzzy technique beats neural networks and k-nearest neighbour for house price prediction in data training using part of 
dataset as per the findings of the experiments. 

Madhuri et al. [4] focused to anticipate house prices based upon their financial capacity and objectives in continuous 
manner for people  looking for their first potential house. 
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III. PROBLEM STATEMENT 

 

The objective of this project is to develop a house price prediction model using the random forest algorithm. The 
model should accurately predict the prices of residential properties based on various input features, such as the size of 
the property, number of bedrooms and bathrooms, location, proximity to amenities, and other relevant factors.  

The housing market is complex and influenced by numerous variables, making it challenging to determine accurate 
property values. By employing the random forest algorithm, we aim to create a robust and reliable prediction model 
that takes into account the interactions between different features and their impact on house prices. 
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IV. METHODOLOGY 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                  Fig 1: Block diagram of  house price prediction 

 

 

 

 

 

 

 

 

                                                  Fig 1: Block diagram of  house price prediction 

 

Data gathering, data preprocessing, feature selection, model training, model assessment, and prediction are some of the 

processes in the Random Forest algorithm's technique for predicting home prices. Data preparation include cleaning, 

handling missing values, and translating the data into a format appropriate for the Random Forest algorithm whereas 

data collection entails gathering historical data on home prices and other pertinent parameters. Feature selection is the 

process of choosing the dataset's most pertinent characteristics by applying methods including correlation analysis, 

principal component analysis, and feature significance ranking. When developing a prediction model, the Random 

Forest technique is trained on pre-processed data before several decision trees are built using a variety of randomly 

chosen subsets of data. The performance and interpretability of the model are enhanced by strategies like bagging and 

feature significance. 

An technique for supervised machine learning called Random Forest is used to solve classification and regression 

issues. Based on ensemble learning, which integrates several classifiers to address complicated issues and enhance 

model performance, it can tackle complex problems. To increase predicted accuracy, the method employs many 

decision trees on subsets of a dataset and takes the average. Higher accuracy and overfitting are prevented by the larger 

number of trees in the forest. 

A common machine learning approach for predictive analysis is linear regression, which may forecast continuous or 

numerical variables like sales, salary and product price. A slanted straight line illustrating the linear connection 

between the variables is shown between the dependent variable (y) and one or more independent variables. 

 

Data Preprocessing 

Data Visualization 

Data Analysis 

Training a model 

Prediction 
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i. Data Collection: For home price identification, the Boston housing dataset was utilized, which was originally 

part of the UCI Machine Learning Repository. It has 9 feature variables and 13321 samples. The objective is 

to predict home values using the available features. 

ii. Data Preprocessing: Cleaning, addressing missing values, and converting the data into a format appropriate 

for analysis using the Random Forest method are all parts of data preparation.  

iii. Data Analysis: The pre-processed data used in the Random Forest technique is used to train numerous 

decision trees, which are then combined to produce a final prediction model. The performance and 

interpretability are improved by strategies like bagging and feature significance. 

iv. Training a model: By applying methods like correlation analysis and relevance ranking, significant features 

in a dataset that affects home prices are found through the feature selection process. 

v. Prediction: After model assessment, the trained Random Forest algorithm makes precise forecasts about 

future property values using pertinent features. 

V. RESULTS AND DISCUSSION 

 
Fig 2: graph of the area 

 

The  fig 2 shows the graphical representation of types of area depend upon their height from the seal level. 

The graph plotted area versus amount will be prescribed according to the area and their dimensions in the house price. 
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Fig 3: pie chart of types of area 

 

The  fig 3 shows the graphical representation of percentage of area built-up and carpet area and plotted area. 

The chart shows the percentage of area development in the location built-up areas carpet area plot area and type of area. 

 

  
Fig 4: Table of rows and columns involved in the price prediction 

 

The  fig 4 shows the graphical representation of rows and columns involved in the testing data. 

The above table shows number of rows and columns in the price prediction. 

 

VI. CONCLUSION AND FUTURE WORK 

Both the Random Forest technique and linear regression work well for predicting housing prices. Random Forests 
can manage intricate interactions between features and the target variables and are resistant to overfitting. They give 
feature importance and successfully manage missing data and outliers. With coefficients for each feature and less 
processing expense, linear regression is more straight forward and easy to understand. In complicated datasets with 
non-linear correlations, Random Forests typically beat Linear Regression in predicting accuracy. However, for 
interpretability and simplicity, linear regression can still be helpful, giving details about the strength and direction of the 
link between characteristics and home prices. The environment, dataset properties, and analytic objectives all affect 
which method is used. 
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