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ABSTRACT: Online Conversation media serves as a means for individuals to engage, cooperate, and exchange ideas; 

however, it is also considered a platform that facilitates the spread of hateful and offensive comments, which could 

significantly impact one's emotional and mental health. The rapid growth of online communication makes it impractical 

to manually identify and filter out hateful tweets. Consequently, there is a pressing need for a method or strategy to 

eliminate toxic and abusive comments and ensure the safety and cleanliness of social media platforms. Utilizing LSTM, 

Character-level CNN, Word-level CNN, and Hybrid model (LSTM + CNN) in this toxicity analysis is to classify 

comments and identify the different types of toxic classes by means of a comparative analysis of various models. The 

neural network models utilized for this analysis take in comments extracted from online platforms, including both toxic 

and non-toxic comments. The results of this study can contribute towards the development of a web interface that 

enables the identification of toxic and hateful comments within a given sentence or phrase, and categorizes them into 

their respective toxicity classes.  
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I. INTRODUCTION 

 
Diverse communities such as education, social, business, political, etc. show a great interest in internet based 

collaborative environments with a desire to share valuable contents with others, to grow and nourish relationships, to 

get the word out about brands and causes they like or support, and many more. Online communication media is being 

used in ways that shape politics, business, world culture, education, careers and innovation. Flood of information is 

produced everyday through the global internet usage arising from the widespread use of online interactive 

communication media. While this situation contributes significantly to the quality of human life, unfortunately it 

involves dangers like texts with high toxicity that can cause personal attacks, online harassment and bullying 

behaviours that may prejudice an individual’s emotional and mental well being. 



 

   | DOI: 10.15680/IJIRCCE.2024.1204354 |              

IJIRCCE©2024                                                      |     An ISO 9001:2008 Certified Journal   |                                                   4653 

 

 
 

 

Fig 1: Multi-task learning for toxic comment classification 

 

The threat of abuse and harassment online force many people to stop expressing themselves and give up on expressing 

different Every day, vast amounts of data are released by social media networks. This massive volume of data is having 

a big impact on the quality of human existence However, because there is so much toxicity on the Internet, it can be 

harmful. Because toxic comments limit people's ability to express themselves and have different opinions, as a result of 

the negative, there are no positive conversations on social networks. As a result, detecting and restricting antisocial 

behaviour in online discussion forums is a pressing requirement. Toclassify noxious comments, this study will use 

different methods of machine learning. To handle the problem of text categorisation, some of the methods we use are 

logistic entertainment, random forest, SVM classifier, multi-navigation database, and XGBoost classifier. As a result, 

we maintain a data set using six machine learning algorithms, evaluate their accuracy, and compare them. We choose 

the model with the highest accuracyandforecastthetoxicitybasedonunseendatabasedonitsaccuracylevel. In this project 

we are trying to explore how sentiment analysis using deep neural networks can help us identify and classify toxic texts 

in online communication systems and try and filter these out in the best possible way so that we can make internet 

communication media cleaner and safer to use. 

 

II. LITERATURE REVIEW 
 

The existing system of the Toxic Comment Classification emphasizes upon the basic LSTM and CNN methods to 

bringdown the two levels of granularity, the first one being the word level and another being the character level which 

workson both binary and multi label classification tasks. Convolutional Neural Network (CNN) is a level of 

DeepLearning algorithm which works well on parts such as takinginput images and finding patterns in it, it works in 

such a way to recognize objects, classes and even categories. CNN depends upon the network architecture for learning 

from the data. Recurrent neural networks can learn order dependency inprediction problems using Long Short Term 

Memory (LSTM) networks, a complicated subfield of Deep Learning. Such learning is beneficial for numerous 

complicated fields, including speech recognition, machine translation, and manyothers. 

In the recent times, the users on social media platforms have increased dramatically, leading to a significant increase in 

the amount of online content being generated. However, this surge in online activity has also led to a rise in toxicity and 

negativity on these platforms. Online communities are now inundated with toxic comments and hateful messages that 

can have serious psychological and emotional impacts on the targeted individuals. This has created a pressing need for 

effective methods to identify and remove toxic comments from online platforms to ensure a safe and inclusive 
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environment forall users. To deal with this problem, machine learning models have been created to automatically 

classify comments as toxic ornon-toxic. In this research paper, we present an approach for toxic comment classification 

using a Bi-directional LSTM neural network architecture. We test our approach using a publicly available dataset 

provided by a Kaggle competition. Our experiments show that LSTM performs excellent on text classification tasks 

with 98% AUC score 

 

III. METHODOLOGY 
 

In this study, we classify toxic comments with four different categories such as pornography, defamation, hate speech, 

and radicalism by using the SVM method. We also run several scenarios with the goal is to obtain the best performance 

from overall scenarios. The scenario focused on comparing the preprocessing stages, which are stemming and stop 

words removal, the implementation of Chi Square as feature selection, and the use of SVM kernels. This research 

includes five main steps: preprocessing, feature extraction using TF-IDF, feature selection using Chi Square, 

classification using SVM, and evaluation using F 1 − Score as the metric. The flow of system shown in Figure 1 and all 
the detail of each step is described as follows. 

 

 
 

 

Fig 2: Deep learning for religious and continent-based toxi 

 

Toxic comments have become a major issue on online platforms, including social media, blogs, and news 

websites.Such comments can cause harm to individuals and communities, and can negatively impact online discourse. 

Due to the scale of the problem, it is not feasible for human moderators to manually review every comment posted on 

these platforms. Thus, machine learning models have been developed to automatically classify comments as toxic or 

non-toxic which can help in having valuable discussionsonline and can also help governments make regulations. In this 

study, we suggest a Bi-directional LSTM model for toxic comment classification. Recurrent neural network of this type 

are very effective at processing sequential data, including text and every component of an input sequence 

hasinformation on both past and future data. Also, BidirectionalLSTM model is beneficial in some NLP tasks, such as 

sentence classification, translation, and entity recognition. 

 

IV. RESULT ANALYSIS 
 

The process of converting unprocessed data into a format better suited for analysis is known as data preprocessing. It is 

an essential phase in machine learning since the accuracy of the output is closely related to the quality of the input data. 

Data preprocessing can involve a variety including data cleaning, data transformation, and data normalization. Some 

common techniques used in data preprocessing include: Data Cleaning- In this part of the project we performed 

different data cleaning operations such as Lower casing, removing unwanted characters, removing characters from both 

left and right, removing punctuations and numbers and single character removing. Regardless of how advanced our 

machine learning algorithm is, we cannot obtain better results from bad data. 

 

Which is why data cleaning is a very essentialpart of machine learning. Tokenization- Tokenization is the process of 

breaking down streams of textual data into smaller meaningful elements called tokens. For example, a sentence can be 

a token of a paragraph, a word can be a token of a sentence. This turns anunstructured textual data into a numerical data 

structure that is suitable for machine learning. In our project we performed tokenization by first creating an object 
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instance of tokenizer class with argument num_word equal to 100000 which is nothing but the number of wordstowork 

with.Then we will be passing the dataset as a parameterin “fit_on_texts” then the list of words are converted into tokens 

using “tokenizer texts_to_sequences”. 

 

 
 

 

Fig 3: Result analysis 

 

The model architecture consists of several layers for text classification. First, an input layer takes input sequences of 

maximum length (maxlen). Then, an embedding layer maps the words in the input sequences to dense vectors using 

pre- trained GloVe word embeddings, with the weights initialized from an embedding_matrix_glove. The embedding 

layer is set to be non-trainable to keep the pre-trained embeddings unchanged. To prevent overfitting, a 

SpatialDropout1D layer applies a dropout rate of 0.2 to the embedded sequences. Next, a bidirectional LSTM layer 

with 128 hidden units is employedto capture contextual information from both past and future tokens in the input 

sequences. Dropout of 0.1 is applied during training, and recurrent_dropout of 0.1 is used during recurrent connections 

to regularize the LSTM layer. 

 

V. CONCLUSION 
 

In this study, we addressed toxicity detection in social media using deep learning techniques. We adopt the 

Bidirectional Encoder Representations from Transformers (BERT) to classify toxic comments from usergenerated data 

in social media, such as tweets. The BERT-base pre-trained model was Zine-tuned on a well known labeled toxic 

comment dataset, Kaggle public datasets. Moreover, the proposed model was tested on real-world data, two different 

tweets datasets, collected in two different periods based on a case study of the UK Brexit. The evaluation outcomes 

showed that BERT has the ability to classify and to predict toxic comments with a high accuracy rate. Moreover, we 

compared the BERT-base model to three models, called Multilingual BERT, RoBERTa, and DistilBERT. The BERT-

base model outperformed all compared models and achieved the best results. 
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