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ABSTRACT: Feature based opinion mining plays a vital role for both consumer and business perspective. Whenever 

customer wants to take a decisions, they always refer forothers opinion.It has always been an important that what others 

thinks,from where they collect important piece of information. Now a day's e-commerce sites playing very important 

role in our life.They are providing products online and allow us to leave our reviews on which sale of the product 

depends. Reviews usually have an overall rating about product, but most of the times there are sub-texts in the review 

body that describe certain features of the product.These features are also known as aspects. In this paper various 

techniques and specifications for aspect identifications are provided. 
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I. INTRODUCTION 

 

Review miningis an important insight to improve quality of product and amenities. Data mining is a technique that 

deals with the detection of features from a data set. It uses machine learning algorithms for finding of unknown 

features. The training data set predicts the feature of testing data set and concludes the result. Based on the availability 

of training data, the learning algorithms have been classified as supervised and unsupervised learning methods. 

A. Supervised: 

 System is trained using training data set. Features are already known and based on these features training 

data identifies the features of testing data and categories them accordingly. 

 

B. Unsupervised learning: 

 The unsupervised learning methods are useful when features are unknown. These algorithms identify some 

features and based on that they perform prediction on testing data set. 

Sentiment Analysis is the process of identifying and categorizing thoughts expressed in a form of text to determine 

response and categories as positive, negative, or neutral. Sentiment can be calculated at different level.  

Document Level - in this level, the whole document is given a single polarity positive, negative or neutral. Sentence 

Level - in this level, document is classified at sentence level. Each sentence is analysed separately and classified as 

negative, positive or neutral. Thus, overall document has a number of sentences where each sentence has its own 

polarity. Phrase Level – in this level, involves much deeper analysis of text and deals with identification of the phrases 

or aspects in a sentence and analysing the phrases and classify them as positive, negative or neutral. It is also called 

aspect based analysis. 

II. RELATED WORK 

 

Probabilistic aspect-based mining models describe technique to finding aspects related to one class labels and 

focuses to classify those aspects. This is divided into three parts. First part presents the basic concepts of opinion 
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mining systems their advantage limitations. Second part represent in which way opinion can be classified using various 

aspects. Third part describes trends and future research in system. Advantage of this it is not domain-specific[1]. The 

only Disadvantage of the model proposed if aspect value too small, significant aspect may be missed. Also Patient 

review should not be treated as random samples. In [2] the work proposes a new syntactic based approach for aspect 

based opinion mining which uses syntactic dependency, aggregate score of opinion words, SentiWordNet and aspect 

table together for opinion mining process. Current approaches for opinion mining, attempt to detect the overall polarity 

of a sentence, paragraph or text span regardless of the aspects mentioned in it. The proposed method achieved total 

accuracy of 78.04% on the annotated test set [2].The only Disadvantage of the model proposed that ignores issue of 

multiple aspect, implicit aspect, comparative sentences etc. In [3] Aspect based opinion mining has been used in 

product and service domain, however, in this they have used aspect based opinion mining on social reviews. It is very 

important to determine what type of reviews is expected: social or product, since both have different types if 

aspects/features and sentiments. For instance a movie as product will have producer, director or actors as aspects, on 

the other hand social issues would be woman's rights here the features would be education, jobs etc. Main focus here as 

mentioned earlier is social reviews so it is designed accordingly. Authors claimed that there method is unsupervised 

does not need label trained data set, that would automatically discover aspects and sentiments [3]. The only 

Disadvantage of the model proposed that they have manually tempered data set by discarding short and insignificant 

reviews and also not a domain transferable. In [4] Aspect identification and sentiment analysis has been achieved by 

using ontology based intelligent systems. The main motive of this approach was to use knowledge based systems for 

the development of feature based opinion mining that can be applicable or adaptable to different domains and 

languages. They manually manipulated the corpus and assigned them polarities positive, negative and neural. This was 

done to check the accuracy of the proposed system. Experiments show that this model performs better than the state of 

the art methods [4]. The only Disadvantage of the model proposed that its not focus on implicit abstract detection. Also 

worked done on very small set of data. In [5] the approach they introduce new complex NLP-based 27 rules for the 

tasks of subjective & sentiment classification at the aspect-level, opinion visualization & summarization and the 

development of a generic architecture for an aspect-based opinion mining tool. This generic architecture was used to 

create a prototype to analyze opinions from TripAdvisor in the context of the tourism industry.  However, they have 

discussed explicit and implicit aspect sentences. The results show that their method got better performance [5]. The 

only Disadvantage of the model proposedthat worked on very small set of data and issue of multiple-aspect detection is 

not addressed. In [6] the approach is finding the customer point of view about a particular product/service/item, from 

customer reviews, without requiring customer to fill out the questionnaires. The significance of this paper is the 

detection of multiple-aspect based reviews for instance: "the fish is great, but the food is very expensive."  In order to 

deal with such problem they developed an algorithm: aspect-based sentence segmentation. For aspect identification, 

bootstrapping based ART learning algorithm on unlabeled data set has been developed [6]. The only Disadvantage of 

the model proposed that it requires initial seeds in bootstrapping algorithm. The proposed algorithm will not work on 

multiple-aspect sub-sentences. In [7] the model presented was used in online forums, discussion groups and blogs. 

When a customer makes an online purchase he/she usually checks the other customer’s sentiments and opinion about 

that particular product/item. The proposed model has five phases which are: Question analysis, Question expansion, 

high quality review retrieval, subject sentence extraction and answer grouping. The main purpose of all these phases is 

to filter out all irrelevant for accurate answers. The significance of this paper is that it overcomes the weaknesses of 

current opinion QA system by answering comparative, majority, comprehensive questions [7].The only Disadvantage 

of the model proposed it requires initial seeds in bootstrapping algorithm. The proposed algorithm will not work on 

multiple-aspect sub-sentences. 
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III. COMPARATIVE STUDY 

 

This work proposes a simple comparisons of the above listed work in table format. 

 

 

Table 1. Properties and Evaluation of opinion mining schemes. 

 

IV. APPLICATIONS 

A. Product domain: 

Product domain is considered as an interesting application field for feature-based opinion miming. Whenever people 

wanted to buy any product any product this will be helpful for them as they will get brief reviews related to the feature. 

It will give review related to feature and also rank that feature according to the user review. So instead of reading full 

review people can only go for specified aspect. 

B. Medical domain: 

Unlike general products or services, drugs have a very limited number of kinds of aspects: price, ease of use, 

dosages, effectiveness, side effects and people’s experiences. There are other more technical aspects such as chemical 

or molecular aspects, but they are almost not mentioned in drug reviews. A difficulty in dealing with drug reviews is 

that the wording in describing effectiveness, side effects and people’s experiences are very diverse. So this application 

will helpful to finds proper opinion about drugs. 

C. Hotel Domain: 

Online hotel booking is very popular in recent years. Hotel has aspects like food, free Wi-Fi, Pool etc. People are 

more interested in modern technologies. It will more easy to search hotels on the basis features. This application will 

help to find best hotel for requirement. 

V. CONCLUSION 

 

Aspect based opinion mining for reviews is an approach that helps users for searching and based on that buying 

products. This is achieved by a fine-grainedaspect based review ranking, review recommendations. With the massive 

advancement in Social networking and ecommerce the amount of reviews or opinions of individuals has grown leaps 

and limits. For the users to make informed decision on the products/services, rankingthese reviews based on their 

preferences and friend circle becomes usable. 
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