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ABSTRACT: Keyword extraction, also known as keyword detection or keyword analysis, is a text-analysis 

technique that automatically identifies and extracts the most prevalent and significant terms and phrases. 

Unstructured test data is used in text analysis (TA), a sort of machine learning, to automatically extract meaningful 

information. Text analysis tools help companies quickly digest online data and documents and turn them into 

insights that can be used. We can use text analysis to pull out specific information, like keywords, names, or 

information about a company, from thousands of emails. We can also use it to sort survey responses by how they 

made people feel and what they were talking about. Text analysis delivers qualitative results. When a machine does 

text analysis, it looks at the text itself to find important information. 
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I. INTRODUCTION 
 

The technique of extracting the most relevant information from a vast body of data is called "keyword extraction." 

In various disciplines, such as text categorization, text clustering, tracking, topic recognition, summarization, and so 

on, keyword extraction is an essential job. Keyword extraction is the process of obtaining information from social 

media sites like Twitter and Facebook and then analysing that information to make judgments. Social media analysis 

is an essential aspect of this process. Twitter is a widely used social media platform for exchanging and broadcasting 

information. The 140-character "tweets" that comprise Twitter data are referred to as "tweets." As a result, when a 

large amount of data is streamed in at once, such as on Twitter, reading becomes difficult. In this instance, it's 

critical to extract the valuable information from the remainder. This is where the concept of keyword extraction 

comes in. 
 

II. LITERATURE REVIEW 
 

Zhao, together with colleagues .[1] They used the network model, the semantic space, and the position of words to 

get the keyword from the Chinese microblog. How did they implement the method? To begin, we need to get the 

micro blog API for a certain user. Pre-processing is the second phase, and it involves cleaning up the data, dividing 

words, marking POS words, and removing stop words. Third, we build a graph model to locate the keywords based 

on how often they occur together. For each word, we apply the Score formula to find out how much weight it has. 

Using topic detection and TFIDF, we may construct a semantic space, and then utilise that information to calculate 

the statistical weight. The location of the words is taken into account in the fifth step, which determines the rank 

value. Because of this, it is clear to us that a lower number will be at the top of the list. 
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Hromic and others .[2] The approach to structure and the development of graphs are the primary concerns of this 

study. This article employs a structure-based approach. We create a network model and search for popular themes 

and events. There are two graphs in the clustering of themes for tweets: those with the same subjects and those with 

distinct topics. The OSLOM technique is used to determine how people interact in a homogenous network. A 

ranking algorithm called rankclus is used to create a collection of numbered tweets that are arranged according to 

significance. In the end, we utilise Python to interpret the findings of both graphs. The tweets with the same name 

are then added to the group. It will be possible in the future to provide a technique for defining events using a variety 

of graph models. 

 

Marujo and others .[3] As part of their research, they devised a system for extracting keywords and explored 

possible solutions to issues such as wide variance and lexical discrepancies They also made comparisons between 

the new approach and others that had previously been used. Due to lexical variation, when two words have the same 

meaning but vary in spelling, we utilise a different way to figure it out. For this reason, we used two strategies to get 

the term "keyword." Brown clumps: It is possible to determine the characteristic for each cluster by first grouping 

together words that have a similar meaning, such as the terms "no" and "noo." 

 

Kim1 and others .[4] In this work, we devise a method for determining if a keyword is "popular" or "bursty." An 

abbreviation checker is able to identify typos and grammatical errors. First, you'll need to gather a list of potential 

candidates for trend and burst keywords. Any term that begins with a capital letter or is enclosed in quotation marks 

is a potential keyword. The next step is to merge the keywords. Acronyms, typographical errors and space are all 

examined in order to determine how often each phrase is used. Find and choose popular keywords from the 

combined candidate terms in the following stage, then. It is the "burst ratio" that is utilised to choose the "bursty" 

keyword phrases. You may create a prototype system that can detect keywords with a shorter shelf life. 
 

SystemDesign 

 

 
Fig: System Architecture 

 

 

The system architecture of this project is shown in the figure above. 

The above picture shows how the model works and how the user and the system talk to each other. It explains how 

the different stages work, which includes. 

 Add files for the type system and the corpus to Watson Knowledge Studio. 
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 A user trains and evaluates the data to make a model. 

 The WKS model has been put into use by Watson NLU. 

 The user gives the app an SMS message to look at. 

 Watson NLU looks at the SMS message to figure out how to process it, and it sends back extracted 

domain-specific entities based on the WKS model. 

 

III. RESULTS AND DISCUSSION 
 

Snapshots 

 Fig: Snapshot of Creating IBM knowledge Studio Service 
 

 Fig: Deployed model ID 
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Fig: Natural language understanding service launch page 
 

 

Fig: Node-Red software 
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Fig: Workspace of SMS analysis 

 

Fig: Node-Red Flows 
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Fig: Output Page 

 
Conclusion 

 
The process of extracting keywords facilitates the discovery of relevant terms and phrases in unstructured material. 

Emails, social media postings, chat chats, and other unstructured data are all included in this category. Automating 

chores like labelling survey replies or responding to urgent consumer inquiries may be made much easier using 

keyword extraction. As a result, it may help you make better business choices based on data. Because of this, 

keyword extraction models are among the most straightforward to set up and operate. 
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