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ABSTRACT: The task of creating a short and concise summary of the text document is called as text summarization. 

This provides the core content of the long text in a condensed form. It can be done or divided into Extractive and 

Abstractive based Summarization. Extractive method includes copying words directly from the source document. 

Abstractive methods include rephrasing the sentences in the corpus and generate a summary in a more human-like way. 

This paper mainly focuses on the Abstractive Text Summarization. In this paper, a sequence-to-sequence (Seq2Seq) 

model is used for ATS, which follows an Encoder-Decoder Architecture. To improve the performance of Seq2Seq 

model, an Attention Mechanism, Pointer-Generator and Coverage mechanism are used. It helps to read longer text, to 

overcome the Out-Of-Vocabulary and to reduce repetitiveness, respectively. 
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I. INTRODUCTION 

 

In today’s world, everyone is surrounded by data. Data servers have connected the entire planet like a spider web. The 

Web can be seen as the biggest resource of textual contents like books, journals, and newspapers etc. This huge amount 

of information is generally left unused if it is not made available to the users in an efficient way. This can be done by 
decreasing the size of this enormous data and provide the user with a short summary that maintains both the meaning 

and semantics and grammatical correctness of the textual content of the original document. Text Summarization is an 

attempt to decrease the size of a corpus while keeping its valuable content. 

 

The process of creating short but relevant summaries from a long text document is called as Text Summarization. It 

provides the most important and required content of the long text document in a condensed form. The available 

methods of text summarization are either Extractive Text Summarization (ETS) and Abstractive Text Summarization 

(ATS). ETS [2] involves extracting sentences or phrases of the original text based on weights assigned to important 

words. Whereas ATS [3] includes training neural networks to understand the whole context of the source text and 

generates a summary by rephrasing sentences based on that understanding. Abstractive Text Summarization is 

generally obtained using the recent Sequence-to-Sequence Models. Seq2Seq model is a neural network that follows an 

Encoder-Decoder Architecture. The first part i.e. an encoder reads the text from the original document and converts it 

into a context vector. The Decoder then produces the summary.  

 

The traditional Seq2Seq model has many challenges. It may not be applicable for longer texts, out-of-vocabulary words 

cannot be generated and displayed as unknown tokens and repeated phrases in the summary. To overcome the 

drawbacks of the Seq2Seq Model, an attention mechanism, pointer network and coverage is used. This help the 

Seq2Seq model to cover longer sentences, to produce the Out-Of-Vocabulary (OOV) words and reduce the repetitive 

summary sentences respectively. This improved model can b called as the Pointer-Generator model, which decides 

whether the next word in the summary should be either selected from the vocabulary based on understanding or copied 

from the source text itself.  

 
In this paper, the CNN/Daily Mail dataset [9] is used. It contains online news articles paired with multiple key 

sentences that can form the summaries. Most of the ATS works focused on single line summary generation, we focus 

on generating a multi-sentence summary. Instead of using the anonymized dataset as used in Nallapati et al. [1], AST 

uses non-anonymized dataset with minimum pre-processing done.  
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II. LITERATURE SURVEY 

 

Sequence-to-Sequence based model [2] has become the mainstream of Abstractive Text Summarization and 

Translation problems. Jingjing Chen and Fucheng You [4] used a Seq2Seq model to generate the summary. Both 

the encoder and decoder used a single Long Short-Term Memory (LSTM) layer. Then they calculated the semantic 

similarity between source and generated summary, using Jaccard similarity. Though the model produced better 
semantic similarity and readability, it failed to identify the OOV words.  

 

In [5], Z Hao and others put forward a feature enhanced Seq2Seq model for summarization task. This model can 

identify the salient features in a better way and store such global features to generate higher-quality summaries. But 

this model also could not handle the OOV problem, and repetitiveness as the baseline model.  

 

P Hanunggul and Suyanto in their work in [6], used attention mechanism with Seq2Seq model and compared the 

global attention, and local attention models using ROUGE scores. Global attention produces better ROUGE-1, local 

attention produces higher ROUGE-2. Out-of-Vocabulary words cannot be identified and thus resulted in low ROUGE 

scores. 

 

Abigail See, Liu and Manning proposed the Pointer-Generator Model [12] which will decide whether the next word in 

the summary should be either chosen from vocabulary or copied from the text. W Nie used an improved pointer -

generator network in [13]. By using a multi-hop attention mechanism, they improved the way the model understood 

the words and context, and its ability to generate words. On CNN/Daily Mail dataset, the model generated meaningful 

and fluent summaries with higher ROUGE scores. 

 

The model proposed by Abigail [13] has overcome the main drawbacks of a Seq2Seq model and thus in this paper, a 

Seq2Seq Model with Attention, Pointer network and coverage is used. 

III. METHODOLOGY 

 

Some pre-processing techniques applied to the CNN/Daily Mail dataset include tokenization, changing to lower case, 

adding missing periods, and start or stop tags to each sentence in the summary, and binarization. We used a Seq2Seq 
model as the baseline model with an Encoder containing a Bidirectional LSTM (Bi-LSTM) layer and the decoder 

containing an LSTM layer. Both the encoder layer and decoder layer share a common embedding layer. The baseline 

model is then added with an attention layer, pointer network, and a coverage mechanism. Figure 1 shows the 

architecture of the used Pointer-Generator model proposed in [13]. 

 

A. ATTENTION MECHANISM 
 
For longer texts, it is very difficult to include all the contents of the source into a single context vector, so by using an 

multi-hop attention mechanism proposed by Bahdanau et al. (2015) [11], multiple vectors can be encoded from the 

source or the original text. This helps the baseline model to cope with longer sentences. The attention distribution 𝑎𝑡 is 
calculated as proposed by Bahdanau in [11]: 
 

 

 

In the Eq. 1, ℎ𝑖is the hidden state, 𝑠𝑡 is the decoder state, and 𝑣, 𝑊ℎ, 𝑊𝑠  and 𝑏𝑎𝑡𝑡𝑛are learnable parameters. For every 

decoder timestep t, attention distribution 𝑎𝑡, Eq. 2 is the used to get the context vector ℎ𝑡∗ using the Eq. 3 and then the 

vocabulary distribution is calculated as in Eq. 4, where 𝑉′, 𝑉, 𝑏 and 𝑏′  are learnable parameters. 𝑃𝑣𝑜𝑐𝑎𝑏 is a probability 
distribution of words in the generated vocabulary. 

 

𝑒𝑖𝑡 =  𝑣𝑇tanh (𝑊ℎℎ𝑖 + 𝑊𝑠𝑠𝑡 + 𝑏𝑎𝑡𝑡𝑛) (1) 𝑎𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑡) (2) ℎ𝑡∗ =  ∑ 𝑎𝑖𝑡ℎ𝑖𝑖  
(3) 

𝑃𝑣𝑜𝑐𝑎𝑏 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑉′( 𝑉[ 𝑠𝑡 ,  ℎ𝑡∗] + 𝑏 ) +  𝑏′) (4) 
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Fig 1: Architecture of Pointer-Generator Model 

 

 
B. POINTER-GENERATOR 
 

A traditional Seq2Seq model generates factual details inaccurately for rare or OOV words such as names, dates, and 

places. To overcome this OOV problem, a pointer network is added to the baseline model with Attention mechanism, 
which can be termed as Pointer-Generator model [12]. It decides whether the next word in the summary should be 

either selected from the vocabulary based on understanding or copied from the source text itself.  

 

In this model, for every decoder timestep t, after calculating the attention distribution and context vector, the generation 

probability is also calculated using context vector ℎ𝑡∗, decoder state 𝑠𝑡 and decoder input 𝑥𝑡 using Eq. 5. 

 𝑝𝑔𝑒𝑛 =  𝜎(𝑤ℎ∗𝑇 ℎ𝑡∗ +  𝑤𝑠𝑇𝑠𝑡 +  𝑤𝑥𝑇𝑥𝑡 +  𝑏𝑝𝑡𝑟) (5) 

𝑃(𝑤) =  𝑝𝑔𝑒𝑛𝑃𝑣𝑜𝑐𝑎𝑏(𝑤) + (1 − 𝑝𝑔𝑒𝑛)∑ 𝑎𝑖𝑡𝑖:𝑤𝑖=𝑤  
(6) 

 

where vectors 𝑤ℎ∗ , 𝑤𝑠, 𝑤𝑥 and 𝑏𝑝𝑡𝑟 are learnable parameters. The final distribution is calculated using Eq. 6. It points to 

the OOV word in the original document in the case when 𝑃𝑣𝑜𝑐𝑎𝑏(𝑤) is zero, else it points to a word that is not present 

in the original document when ∑ 𝑎𝑖𝑡𝑖:𝑤𝑖=𝑤  is zero. 
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C. COVERAGE MECHANISM 
 
The baseline model or Pointer-Generator model fail to address the problem of repetition, especially in the case of multi-

sentence summary generation. This problem can be addressed using a coverage mechanism as proposed in [13]. When 

the coverage mechanism is added to the pointer-generator model, a coverage vector 𝑐𝑡 is calculated at every decoder 

timestep using Eq. 7. It is the summation of all the previous timesteps’ attention distributions. 

  𝑐𝑡 = ∑ 𝑎𝑡′𝑡−1𝑡′=0  
(7) 

 

The coverage vector is added to the attention mechanism, so that the generation of the next word in the summary is 

done by considering the previous decisions or words generated in the summary. Thus, this prevents the model from 

frequently pointing to the same areas and producing the same words and phrases again and again by defining a 

coverage loss.  

 

In this paper, the combination of three mechanisms can produce higher quality summaries. The encoder reads from the 

original document word-by-word and then produces the encoder hidden states. The previous generated or pointed word 

of the summary is given as the input to the decoder, and this is used to update the next decoder hidden state. The 

attention distribution is calculated using the encoder hidden states and decoder hidden states. The attention distribution 

helps the network to choose the next word in the summary by showing the most relevant words. The attention 

distribution is used to calculate the context vector which indicates the text read by the encoder up to that timestep. The 

context vector and decoder hidden state help in getting vocabulary. Also, the generation probability is calculated which 

is used to combine the vocabulary distribution (generating) and attention distribution (pointing) into the final 

distribution P. 

IV. EXPERIMENTAL RESULTS 

 

The baseline model is Seq2Seq model with Attention Mechanism. This can be extended to Pointer-Generator and 
coverage model by setting the respective flags while training. The size of the vocabulary for pointer-generator model is 

only 50000 words. The trainable parameters for baseline Seq2Seq model are 21,499,600 parameters. A few more 

parameters are added up by the pointer network (1153 parameters), and coverage mechanism (512 parameters).  

 

Initially in the training phase, the Pointer-Generator model is trained without coverage. After training it till a 

considerably low loss, it is further trained for a further 3000 iterations (about 2 hours) with the coverage mechanism 

enabled. The Seq2Seq Model with Attention, Pointer Network, and Coverage Mechanism is trained with the 

CNN/Daily Mail training dataset that consists of 287227 news articles, for 12.4 epochs where each epoch consists of 

17952 training steps and each training step trains a batch of size 16. It took 5 days to complete the training of the model 

using a GPU Tesla T4 in Google Colab. 

 

Each of these models are then tested with almost 11490 text files. Later, they are evaluated using ROUGE scores. The 

ROUGE-1, ROUGE-2 and ROUGE-L of each model tested on the test data.  

 

TABLE 1: ROUGE Scores 

 

MODEL 
ROUGE-1 ROUGE-2 ROUGE-L 

F1 R P F1 R P F1 R P 

Seq2Seq + Attention 0.19 0.18 0.21 0.05 0.05 0.05 0.18 0.17 0.20 

Pointer - Generator 0.36 0.38 0.36 0.14 0.15 0.12 0.32 0.34 0.31 

Pointer-Generator + Coverage 0.39 0.42 0.39 0.17 0.18 0.17 0.36 0.38 0.36 

 

Table 1 shows the ROUGE scores. The Pointer-Generator with Coverage mechanism model gives the highest ROUGE 

score. This model obtained better ROUGE-1, ROUGE-2 and ROUGE-L scores of 0.39, 0.17, 0.36 respectively 
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compared to those of Seq2Seq model with Attention and Pointer-Generator models.This model produced semantically 

correct and meaningful multi-sentence summary efficiently. 

 

Fig 2 shows the output summaries generated by the three models for the same input text. The first model i.e., Seq2Seq 

model with Attention generates some unknown tokens due to OOV problem. This is rectified by the second model i.e., 

Pointer-Generator model. Model 1 and 2 both show repetitiveness in the summary. This is solved by model 3 i.e., 

Pointer-Generator model with Coverage. 

 

Fig 2: Comparison of summaries generated by three models. 

 

 

V. CONCLUSION 

 

Abstractive Text Summarization is a more complex and difficult problem compared to extractive summarization. For 
multi-sentence summary generation CNN/Daily Mail dataset is the best to consider. Abstractive Summarization can be 

done using Sequence-to-Sequence Model which is further improved by adding Attention, a Pointer network and 

Coverage mechanism. This model has given better results and meaningful summaries than the baseline Seq2Seq model. 

The Pointer-Generator Model with Coverage reduces inaccuracies and repetition with the higher ROUGE-1 F1-Score 

as 0.39. 
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The performance of the pointer-generator with coverage model can be improved by adding a pre-trained embedding 

layer like GLOVE. This model generates abstractive summaries to a certain level, but the level of abstraction needs 

more improvement. It takes longer time to generate a summary. In future, work can be done to decrease the execution 

time of the model. 
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