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ABSTRACT:To reduce latency and complexity, a new architecture for matching of data protected with an error 
correcting code (ECC) is presented in brief. The proposed architecture parallelizesthe comparison of the data and that 
of the parity information based on the fact that the codeword of an ECC is usuallyrepresented in a systematic form 
consisting of the raw data and the parityinformation generated by encoding. In order to furtherreduce the latency and 
complexity, a new butterfly-formedweight accumulator (BWA) architecture is proposed for the efficient computation 
ofthe Hamming distance. Grounded on the BWA, the proposed architectureexamines whether the incoming data 
matches the stored data if a certainnumber of erroneous bits are corrected. 
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I. INTRODUCTION 
 

Data comparison is widely used in computing systems to perform many operations such as the tag matching in a cache 
memory and the virtual-to-physical address translation in a translation lookaside buffer (TLB). Because of such 
prevalence, it is important to implement the comparison circuit with low hardware complexity. Besides, the data 
comparison usually resides in the critical path of the components that are devised to increase the system performance, 
e.g., caches and TLBs, whose outputs determine the flow of the succeeding operations in a pipeline. The circuit, 
therefore, must be designed to have as low latency as possible, or the components will be disqualified from serving as 
accelerators and the overall performance of the whole system would be severely deteriorated. As recent computers 
employ error-correcting codes (ECCs) to protect data and improve reliability [2]–[6], complicated decoding procedure, 
which must precede the data comparison, elongates the critical path and exacerbates the complexity overhead. Thus, it 
becomes much harder to meet the above design constraints. Despite the need for sophisticated designs as described, the 
works that cope with the problem are not widely known in the literature since it has been usually treated within 
industries for their products. Recently, however, [7] triggered the attraction of more and more attentions from the 
academic field. The most recent solution for the matching problem is the direct compare method [7], which encodes the 
incoming data and then compares it with the retrieved data that has been encoded as well. Therefore, the method 
eliminates the complex decoding from the critical path. In performing the comparison, the method does not examine 
whether the retrieved data is exactly the same as the incoming data. 
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Instead, it checks if the retrieved data resides in the error correctable range of the codeword corresponding to the 
incoming data. As the checking necessitates an additional circuit to compute the Hamming distance, i.e., the number of 
different bits between the two codewords, the saturate adder (SA) was presented in [7] as a basic building block for 
calculating the Hamming distance. However, [7] did not consider an important fact that may improve the effectiveness 
further, a practical ECC codeword is usually represented in a systematic form in which the data and parity parts are 
completely separated from each other [8]. In addition, as the SA always forces its output not to be greater than the 
number of detectable errors by more than one, it contributes to the increase of the entire circuit complexity. In this 
brief, we renovate the SA-based direct compare architecture to reduce the latency and hardware complexity by 
resolving the aforementioned drawbacks. More specifically, we consider the characteristics of systematic codes in 
designing the proposed architecture and propose a low-complexity processing element that computes the Hamming 
distance faster. Therefore, the latency and the hardware complexity are decreased considerably even compared with the 
SA based architecture.  
 

II. RELATED WORK 
 

A Promising Solution for Comparison of Data Coded With Error-Correcting Codes 
Data comparison circuit usually resides in the critical path of components that are intended to increase the system 
performance. So these circuits should be designed to have very low latency and complexity as possible to increase the 
overall performance of the system. A promising solution for comparison of data which is protected by Error-Correcting 
Codes (ECC) is presented in this brief to reduce latency and complexity. A practical ECC codeword is usually 
represented in systematic form in which data part and parity part are completely separated. This property of systematic 
codeword is used for proposing a new architecture for data comparison. In addition, a new butterfly-formed weight 
accumulator (BWA) is introduced for the efficient computation of the Hamming distance to further reduce the latency 
and complexity. This BWA uses a modified half adder (HA) circuit and an XOR design to further reduce area and 
latency. The implementation result also shows drastic reduction in area and latency using this proposed method. 
Improved Architecture for Direct Comparison of Data Encoded With Hard Systematic Error Correcting Codes 
In current scenario, there are situations in a computing system where incoming information needs to be compared with 
a piece of stored data to locate the matching entry, e.g., cache tag array lookup and translation look-aside 
buffermatching .In this paper, a new architecture to reduce complexity and latency for matching the data protected with 
an error-correcting code (ECC).It is based on the fact that the codeword of an ECC generated by encoding is usually 
represented in a systematic form, and it consists of the raw data and the parity information. The proposed architecture 
parallelizes the comparison of the data and that of the parity information. To further reduce the latency and complexity, 
in addition, a modified butterfly formed weight accumulator (BWA) is proposed for the efficient computation of the 
Hamming distance. The proposed architecture examines whether the incoming data matches the stored data if a certain 
number of erroneous bits are correct. 
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Review on different error correction codes 
Data transfer between two or multiple nodes is a common but critical operation in many applications of communication 
network. When the data transfer through the communication network some error bit and noise is added with data. To 
obtain the original data at the receiver side Error Correction Codes are used. Communication performance is improved 
by enabling the transmitted signal to better withstand the effects of channel disabilities such as noise, interference and 
fading which occur during transmission as well as during comparison. In short the Error Correction is the detection of 
errors and reconstruction of the original, error free data. There are errors correcting codes to detect as well as correct 
errors. In this paper the detail review of error correction code techniques is done. The main aim of this paper is to study 
the different error correcting codes techniques available for the error correction during the transformation of the data 
from the communication channel in details 
 
A Novel Architecture for Matching the Data Protected With an Error-Correcting Code (ECC) 
In this paper we presented a novel architecture for matching the data protected with an Error-Correcting Code (ECC) 
which proposed to reduce latency and complexity where Data comparison is widely used in computing system to 
perform so many operations. Where incoming information is needs to be compared with a piece of stored data to locate 
the matching entry. If both incoming bits and stored bits are matching m eans there is no error if mismatched means 
some type of error will occur like random error or burst error. To detect and correct the error here error correcting 
codes are used. To further reduce the latency and complexity, in addition, a new butterfly-formed weight accumulator 
(BWA) is proposed for the efficient computation of the Hamming distance and also demonstrates LDPC coding and 
decoding for Error Correcting Codes further more examines whether the incoming data matches the stored data if a 
certain number of burst errors are corrected. 
 

III. PROPOSED ALGORITHM 
 

A. Datapath Design for Systematic Codes 
In the SA-based architecture [6], the comparison of two codewords is invoked after the incoming tag is encoded. 
Therefore, the critical path consists of a series of the encoding and then-bit comparison as shown in Fig. 3(a). However, 
[6] did not consider the fact that, in practice, the ECC codeword is of a systematic form in which the data and parity 
parts are completely separated as shown in Fig. 4. As the data part of a systematic codeword is exactly the same as the 
incoming tag field, it is immediately available for comparison while theparity part becomes available only after the 
encoding is completed. Grounded on this fact, the comparison of thek-bit tags can be started before the remaining (n–
k)-bit comparison of the parity bits. In the proposed architecture, therefore, the encoding process to generate the parity 
bits from the incoming tag is performed in parallel with the tag comparison, reducing the overall latency as shown in 
Fig. 3(b). 

 
Fig. 3. Timing diagram of the tag match in (a) direct compare method [6] and (b) proposed architecture. 
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B. Architecture for Computing the Hamming Distance 
The proposed architecture grounded on the data path design is shown in Fig. 5. It contains multiple butterfly-formed 
weight accumulators (BWAs) proposed to improve the latency and complexity of the Hamming distance computation. 
The basic function of the BWA is to count the number of 1’s among its input bits. It consists of multiple stages of HAs 
as shown in Fig. 6(a), where each output bit of a HA is associated with a weight. The HAs in a stage are connected in a 
butterfly form so as to accumulate the carry bits and the sum bits of the upper stage separately. In other words, both 
inputs of a HA in a stage, except the first stage, are either carry bits or sum bits computed in the upper stage. This 
connection method leads to a property that if an output bit of a HA is set, the number of 1’s among the bits in the paths 
reaching the HA is equal to the weight of the output bit. In Fig. 6(a), for example, if the carry bit of the gray-colored 
HA is set, the number of 1’s among the associated input bits, i.e., A, B, C, and D, is 2. At the last stage of Fig. 6(a), the 
number of 1’s among the input bits, d, can be calculated as 

 

 
Fig. 5. Proposed architecture optimized for systematic codewords. 

 
Note that sum-bit lines are dotted for visibility.  

Since what we need is not the precise Hamming distance but the range it belongs to, it is possible to simplify the 
circuit. When rmax=1, for example, two or more than two 1’s among the input bits can be regarded as the same case 
that falls in the fourth range. In that case, we can replace several HAs with a simple OR-gate tree as shown in Fig. 6(b). 
This is an advantage over the SA that resorts to the compulsory saturation expressed in (1) 
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Fig. 6. Proposed BWA. (a) General structure and (b) new structure revised for the matching of ECC-protected data.. 
Note that in Fig. 6, there is no overlap between any pair of two carry-bit lines or any pair of two sum-bit lines. As the 
overlaps exist only between carry-bit lines and sum-bit lines, it is not hard to resolve overlaps in the contemporary 
technology that provides multiple routing layers no matter how many bits a BWA takes. We now explain the overall 
architecture in more detail. Each XOR stage in Fig. 5 generates the bitwise difference vector for either data bits or 
parity bits, and the following processing elements count the number of 1’s in the vector, i.e., the Hamming distance. 
Each BWA at the first level is in the revised form shown in Fig. 6(b), and generates an output from theOR-gate tree and 
several weight bits from the HA trees. In the interconnection, such outputs are fed into their associated processing 
elements at the second level. The output of the OR-gate tree is connected to the subsequent OR-gate tree at the second 
level, and the remaining weight bits are connected to the second level BWAs according to their weights. More 
precisely, the bits of weight ware connected to the BWA responsible forw-weight inputs. Each BWA at the second 
level is associated with a weight of a power of two that is less than or equal to Pmax, where Pmaxis the largest power 
of two that is not greater than rmax+1. As the weight bits associated with the fourth range are all ORed in the revised 
BWAs, there is no need to deal with the powers of two that are larger than Pmax. 

 
For example, let us consider a simple (8, 4) single-error correction double-error detection code. The corresponding first 
and second level circuits are shown in Fig. 7. Note that the encoder and XOR banks are not drawn in Fig. 7 for the sake 
of simplicity. Since rmax=2, Pmax=2 and there are only two BWAs dealing with weights 2 and 1 at the second level. 
As the bits of weight 4 fall in the fourth range, they are ORed. The remaining bits associated with weight 2 or 1 are 
connected to their corresponding BWAs. Note that the interconnection induces no hardware complexity, since it can be 
achieved by a bunch of hard wiring. 
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Fig. 7. First and second level circuits for a (8, 4) code. 

 
Taking the outputs of the preceding circuits, the decision unit finally determines if the incoming tag matches the 
retrieved codeword by considering the four ranges of the Hamming distance. The decision unit is in fact a 
combinational logic of which functionality is specified by a truth table that takes the outputs of the preceding circuits as 
inputs.  

 
IV. CONCLUSION AND FUTURE WORK 

 
To reduce the latency and hardware complexity, a new architecture has been presented for matching the data protected 
with an ECC. The proposed architecture examines whether the incoming data matches the stored data if a certain 
number of erroneous bits are corrected. To reduce the latency, the comparison of the data is parallelized with the 
encoding process that generates the parity information. The parallel operations are enabled based on the fact that the 
systematic codeword has separate fields for the data and parity. In addition, an efficient processing architecture has 
been presented to further minimize the latency and complexity.  
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