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ABSTRACT: With the lots of advantages and benefits, many  people these days prefer buying things online over the 

conventional method of going into stores. Customers like to visit online stores. They like  the convenience, the speed 
and therefore time-saving, ease of transport , the way they can compare prices and check product reviews, the lack of 
pressuring by sales people and the infinite choice. Customer’s feedback helps the manufacturer to improve their 
services and grab the opportunity to show anything they have to satisfy a complaining customer. So, extracting opinion 
target and opinion words from online product reviews has become an important task. So our goal is to mine the opinion 
for giving appropriate result about specific product and to enhance the customer satisfaction. We are considering topic 
relation which is expected to benefit for performance improvement. 
. 
KEYWORDS: Opinion mining, Opinion targets extraction, Opinion words extraction, Topic relation. 

I. INTRODUCTION  
 

Product reviews are an important part of an online stores branding and marketing. They build trust and loyalty, and 
typically describe whatsets your products apart from others. Customers will first look for product ratings, i.e. out of five 
stars, to see which products deserve their attention. Once a product has been clicked on, prospective customers will then 
compare reviews to one another and depend on the feedback from other customers. The study cited above has also found 
that 75% of customers state that reviews, not just ratings are important to their decision to purchase a product from an 
online store. There are many techniques available for extracting opinion from online product reviews but in order to 
improve performance for getting accurate result, the topic relation model is used [4]. 
 
For example, The consumer gives their opinion about laptop on online shopping site like Amazon such as “The Dell’s 
processor is good, but its battery is Bad”. 
 

The Topic Relation model organizes data with respect to their topics such as: 
Amazon  Electronic  Laptop Dell  
Dell  Processor  Good  
Dell Battery Bad 
 

Opinion targets and opinion words are extracted using OT&OW Extracting Algorithm.  An opinion targets are the 
attributes of the product, in above example Processor and Battery are the opinion targets. An opinion words are the 
words which describes opinion targets, for example good describes processor and bad describes battery. 
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II. RELATED WORK 
 

M Hu and B. Liu Authors proposed a number of techniques for mining opinion features from product reviews based on 
data mining and natural language processing methods. This method extracted frequent opinion target words based on 
association mining rules. The system performs the summarization in two main steps: feature extraction and opinion 
orientation identification. The inputs to the system are a product name and an entry page for all the reviews of the 
product.Opinion targets and opinion words are then extracted iteratively using a bootstrapping process [1].Qiu, L. Bing, 
J. Bu, and C. Chen The rudimentary conception of our approach is to extract opinion words (or targets) iteratively 
utilizing kenned and extracted (in anterior iterations) opinion words and targets through the identification of syntactic 
cognations. An approach propagates information back and forth between opinion words and targets, call it double 
propagation. Opinion word sentiment or polarity assignment (positive, negative, or neutral) and target pruning methods 
are additionally designed to refine the initially extracted results. The results show that double propagation out- 
performs these subsisting approaches significantly [2]. F. Li, S. J. Pan, O. Jin, Q. Yang, and X. Zhu. In this paper, they 
proposed an structure of area adjustment for assessment and point dictionary co-extraction in a space of intrigue where 
they do not require any information from market, yet have loads of named information in another related space.K.Liu, 
Y. Liu, H. L. Xu, and J. Zhao. This paper proposes a novel way to deal with concentrate feeling focuses by utilizing 
halfway directed word arrangement display (PSWAM). At initially, they apply PSWAM in a monolingual situation to 
mine conclusion relations in sentences and gauge the relationship between words [5].L. Xu, K. Liu, and J. Zhao. This 
paper proposes a new way to deal with concentrate supposition targets in light of word based interpretation display 
(WTM). By utilizing WTM, this strategy is able to catch assessment relations all the more correctly, particularly for 
long-traverse relations[6].A. Mukherjee and B. Liu. In this paper, they investigate per user remarks about audits. 
Breaking down survey remarks is critical in light of the fact that audits just tell the encounters and assessments of 
commentators about the looked into items or administrations[7]. L. Zhang, B. Liu, S. H. Lim, and E. OBrien-Strain. 
This paper concentrates on mining highlights. Two-fold proliferation is a best in class strategy for taking care of the 
issue.The issue is planned as a bipartite chart and the outstanding site page positioning calculation HITS is utilized to 
discover imperative elements and rank them high. Probes various genuine datasets indicate promising outcomes [8] 
 

III. PROPOSED METHODOLOGY 
 
The topic relation is a fundamental subtasks for opinion mining. A topic relation is a topic expressions list, on which 

the sentiment words are expressed. Extracting the topic relation from a categorical domain is consequential because 
users care about the overall sentiment polarity of a review and additionally think about which perspectives are said in 
audit. Take note of that, related to assessment dictionaries, diverse spaces may have altogether different theme 
connection. Nonetheless, the execution of these techniques profoundly depends on physically commented on preparing 
information. As a rule, the naming work might be tedious and lavish. It is infeasible to comment on every space 
important to manufacture exact area subordinate dictionaries. It is more alluring to consequently develop exact 
vocabularies in spaces of intrigue by exchanging awareness from different areas. In this paper, we focus on the co-
extraction undertaking of theme connection in an objective area where we don’t have any named information, however 
have a lot of marked information in a source space. We will probably use the awareness extricated from the source 
space to profit vocabulary co-extraction in the objective area. To address this scrape, we propose a two-organize space 
adjustment strategy. In the initial step, we construct a scaffold between the source and target areas by recognizing some 
pervasive opinion words as slant seeds in the objective space, for example, “good”, “bad”, “nice”, etc. From that point 
onward, we incite theme seeds in the objective space by mining some broad syntactic relation designs between the 
supposition and subject words from the source area. In the second step, we propose an OT&OW removing calculation 
to extend the seeds in the objective area. Our proposed technique can use auxiliary marked information from the source 
area and in addition misuse the connections between the subject and assumption words to proliferate data for 
vocabulary development in the objective space. 

 
 
 
 

http://www.ijircce.com


                   

                                    
                                                          ISSN(Online):  2320-9801 
                 ISSN (Print) :  2320-9798     

International Journal of Innovative Research in Computer 
and Communication Engineering 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Website: www.ijircce.com 
Vol. 6, Issue 5, May 2018 

            

                                                                                                                                                                            
Copyright to IJIRCCE                                                             DOI: 10.15680/IJIRCCE.2018.0605100                                           5834 

  

 
A. Problem Definition 
To extract and analyze opinion from online reviews based on the topic relation to obtain the overall sentiment about 
product. 
 
B. Software and Hardware Requirements 
1) Hardware Requirements 

_ Processor : Pentium IV. ( and onwards ). 
_ Memory ( RAM ) : 1 GB RAM. 
_ Hard disk : 100GB 

2) Software Requirements 
_ Operating System : Microsoft operating system(Windows 7) 
_ Database : MYSQL 
_ Development Kit : JAVA/J2EE 
_ IDE :Netbeans 

IV. SYSTEM ARCHITECTURE 
 

In the proposed system there are following modules: 
 

1) Reviews from different online portals : In this stage of Extraction algorithm, initialization module provides us 
products added by admin. When customer wants to give Review on particular product then he have to choose any 
product among categories. In Standard Retrieval and Ranking scheme, thus the review is to be extracted and 
sends to the two sections like OT and OW. While the OT and OW and inserted in database for further operations. 
Hence we doing this in stage one. 

 
2)  Mining reviews : In this stage the OT and OW are collected in text classification phase ,which identifies the 

which word is OT and which one is OW .Second thing is that that extracted OT and OW are forwarded to 
calculate the Positive and Negative count like the review is positive or negative. Ex. RAM is bad. In above 
Review customer wants to say Ram is Bad, so after calculating it should go to Negative Review phase, Hence we 
do here in this Stage. 

 
3) Extraction of Opinion targets and words : IP address detection is most important stage in architecture because this 

stage displays the IP address of clients machine and we detect it on the basis of multiple reviews from the same 
machine and also we detect multiple users giving same review on same or different system. This technique is 
called 

 
a) Collision Attack 

 
b) Sybil Attack 

 
After detection of IP address the vender or admin have given rights to delete multiple same review by same or 
different user defining by two attack techniques. This stage is our proposed system in project of Extraction of 
Opinion word . 

 
4)  Alignment of Opinion targets and words : Calculating the  Positive and Negative Count and design the Graph  

Using Positive and Negative Count 
 

All the modules rely on the review of the product given by e-commerce websites as shown in figure 1. The 
review is store in database topic wise. Then the opinion word which matches to that topic (i.e. Opinion target) 
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getaligned to it so that it is auxiliary to extract the opinion word of respective opinion target. The assignment of 
good and deplorable tags to the topic or opinion target is additionally plays a consequential role. 

 

 
 
Fig. 1. System Architecture 

V. MATHEMATICAL MODEL 
 

Set Theory 
A set is defined as a collection of distinct objects of same type on class of objects. The object of a set are called 
elements or members of the set. Object can be number, alphabet, names etc. 
In our project we are using four set S; A;B; and F. 
Set S is System 
Set A is Admin 
Set B is Buyer 
Set F is Final result 
Objects in whole system are 
_ O1 is Create environment object 
_ O2 is Crete Environment 
_ O3 is Display Environment 
_ O4 is Login 
_ O5 is Verification 
_ O6 is Authentication 
_ O7 is Set Of Action performed 
_ O8 Add products 
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_ O9 View Products 
_ O10 Buy Product 
_ O11 Give feedback 
_ O12 Extract opinion target and words 
_ S = O2;O3;O4;O5;O6;O7 
_ A = O4;O8 
_ B = O9;O10;O11 
_ F = O12 
Union of sets:- 
In our project we are drawing the mathematical moduleand showing the union operation on different sets. They are 
as follows : 
1) S U A 
2) S UB 
3) S UF 
4) A UB 
5) A UF 
6) B UF 
7) S UA U B U F 
1) SUA = {O2;O3;O4;O5;O6;O7;O8} 
2) SUB = {O2;O3;O4;O5;O6;O7;O8;O9;O10;O11} 
3) SUF = {O2;O3;O4;O5;O6;O7;O12} 
4) AUB = {O4;O8;O9;O10;O11} 
5) AUF = {O4;O8;O12} 
6) BUF = {O9;O10;O11;O12} 
 

V. ALGORITHM 
 

Input: 
Workload (W)> w1;w2;w3:::::(hint : review list) 
Resource (RT)> RT1;RT2;RT3:::(hint : OTs) 
Resource (RW)> RW1;RW2;RW3::::: (hint : OWs) 
 
Step 1: START 
Step 2: W = Extract Total workload list 
Step 3: RT = Access total Resource list 
Step 4: RW = Access total Resource list 
Step 5: Set x = 1; 2; 3 
Step 6: Look for RT(x) in W(x)::::: (Hint: x is a variable here) 
Step 7: Extract RT(x) in W(x) 
Step 8: Look for RW(x) from W(x) 
Step 9: Assign good/bad tag to W(x) 
Step 10: Extract the result with tag and W(x) 
Step 11: Store the result in M 
Step 12: END 
 
Output: 

Migration List (M)> m1;m2;m3::: 
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VI. RESULT ANALYSIS 
 

Our proposed method is efficacious for topic relation co extraction of opinion target and opinion word. Withal, it 
ameliorates performance over the traditional methods. It shows that our method performs commensurable with state-of-
the art methods on both data sets of Opinion target and opinionword. The first three modules Reviews form online 
portals, Mining reviews and Extraction of Opinion targets and words are completed. The last module is under 
development. Figure 2 shows the implementation of first module, in which initialization phase provides us products 
added by admin. From various categories of products customer wants to give review on particular product that is 
helpful to choose particular product. Standard Retrieval and Ranking scheme are used in stage one. identified from 
marketing portal and send further to calculate the Positive and Negative count. Figure 4 shows the overall product 
review, in which extraction of opinion targets and opinion words are done. Figure 5 shows the graph stage,in which the 
count what generated for the OTs is to be displayed in chart. This stage displays on customer side for product ranking 
purpose. The graph contains both Positive and Negative count in Percent. 
 

       
 

Fig. 2. Product added by Admin                                                      Fig. 3. Give Review to Product 
 
 

          
 
           Fig. 4. Extraction of Opinion Targets and Words                                       Fig. 5. Flipkart Review Ratings 
 

VII. CONCLUSION AND FUTURE SCOPE 
 

This paper proposes a topic relation method for co- extracting opinion targets and opinion words. Our main 
contribution is fixated on extracting opinion target and word topic sapient. Compared to precedent methods predicated 
on utilizing a word alignment model, this method extracts opinion target and words more precisely and consequently. It 
is more effective for opinion target and opinion word extraction. It can identify the redundancy in reviews. It gives 
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more accurate results. Generates graph for overall review rating for particular product. In future we may try to obtain 
real time reviews for the product under consideration, which will be more beneficial to the user. 
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