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ABSTRACT: Ancient Tamil character recognition is an important research and application area on pattern recognition 

theory, which plays an important role on realizing document. The main objective of the project is to determine 

characters from any given text of A-Z and Tamil consonants. A system of English and Ancient Eighth Century Tamil 

character recognition based on point feature extraction of the character. Eighth Century Tamil characters are recognized 

using Multilayer Feed Forward Neural Network has been described in our work. Pre-processing is the first step which 

is done using thresholding algorithm. Feature extraction forms the basic underlying part of recognizing each character 

during testing. Characters are classified by Back Propagation Neural Network. An Artificial Neural Network has been 

created and trained to diagnose a single character. A Feature Vector of each character has been used to train the Neural 

Network. This system will be suitable for converting handwritten documents into structural text format. The 

handwritten character recognition system with better-quality recognition rates will be eminently suitable for several 

applications including document reading and conversion of any handwritten document into structural text format. 

 

KEYWORDS: Tamil stone inscriptions; Neural network, Median filter 

 

I. INTRODUCTION 
 

The ancient Tamil character recognition system includes three stages: image processing, feature extractor, and 

classifier. The process of ancient Tamil character recognition involves extraction of some defined characteristics called 

features to classify an unknown character into one of the known classes[1]. Pre-processing is primarily used to reduce 

variations of handwritten characters. The pre-processing stage comprises three steps: Binarization, Noise Removal. A 

feature extractor is essential for efficient data representation and extracting meaningful features for later processing. 

The extracted features are then Fed to the neural network for classification. This paper demonstrates the use of neural 

networks for developing a system that can recognize hand-written English alphabets and ancient Tamil character. In 

this system, each English alphabet is ancient Tamil character represented by binary values that are used as input to a 

simple feature extraction system, whose output is fed to our neural network system[2]. We have proposed and 

developed a scheme for recognizing hand written English alphabets and ancient Tamil character. Neural network was 

found superior than SVM as it can provide multiple solutions. Experimental results shown that the machine has 

successfully recognized the alphabets with the average accuracy of 82.5%, which significant and may be acceptable in 

some applications. 

 

II. PREPROCESSING 

 

A. Binarization 

 

Binarization is the process of converting of the pixels of an image in to binary form.Extraction of foreground from the 

background is called as thresholding[3]. Typically two peaks comprise the histogram gray-scale values of a document 

image: a high peak analogous to the white background and a smaller peak corresponding to the foreground. Fixing the 

threshold value is determining the one optimal value between the peaks of gray scale values. Each value of the 

threshold is tried and the one that maximizes the criterion is chosen from the two classes regarded as the foreground 

and background points. 
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B. Noise Removal 

 

The presence of noise can cost the efficiency of the character recognition system[4]. Noise may be due the poor quality 

of the input image, but whatever is the cause of its presence it should be removed before further processing.  

We have used adaptive median filtering for the removal of thr noise from the image. 

 

 
 

Adaptive Median filter:  

 

Median filtering follows this basic prescription. The median filter is normally used to reduce noise in an image, 

somewhat like the  mean  filter[5]. However, it often does a better job than the mean filter of preserving useful detail in 

the image. This class of filter belongs to the class of edge preserving smoothing filters which are non-linear filters. This 

means that for two images A(x) and 

B(x): 

 

median[A(x)  B(x)]≠median[A(x)]  Median[B(x) ] 
 

These filters smooths the data while keeping the small and sharp details[6]. The median is just the middle value of all 

the values of the pixels in the neighborhood. Note that this is not the same as the average (or mean); instead, the 

median has half the Values in the neighborhood larger and half smaller. The median is a stronger "central indicator" 

than the average[7]. In particular, the median is hardly affected by a small number of discrepant values among the 

pixels in the neighborhood. Consequently, median filtering is very effective at removing various kinds of noise. 

 

http://www.dai.ed.ac.uk/HIPR2/mean.htm
http://www.dai.ed.ac.uk/HIPR2/mean.htm
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III. FEATURE EXTRACTION 

 

In this stage, each pre-processed sample is subjected to feature extraction. the main features are: 

1.color. 

2.texture. 

3.edges. 

A. Histograms and Color Features 

 

Initially,Calculate percentage of color present in image.An image I is a set of pixels.At each pixel Measure some m-

dimensional property. 

fI : R Ì IR 2 ®M Ì IR 

 

Create a finite partition of M. 

. . 

 

Bk are subsets of M 

 

Bk are called bins and k is the label of the bin. Convert the bins to histogram using the indicator function where x is 

element of the image. 

 

B. Texture Features 

 

Texture has no precise definition. Texture is a tactile or visual characteristic of a surface[8].Texture primitives (or 

texture elements, texels) are building blocks of a texture.Texel is a small geometric pattern that is repeated frequently 

on some surface resulting in a texture. Segment an image into regions with the same texture, i.e. as a complement to 

gray level or color.Recognize or classify objects based on their texture.Find edges in an image, i.e. where the texture 

Changes ”shape from texture” object detection, compression, synthesis. 

 

 Types of textures: 

 

Strong Texture  

 

Spatial interactions between primitives are somewhat regular. frequency of occurrence of primitive pairs in some 

spatial relationship used for description  

 

C. Edge Information 

 

Images are discrete functions indicating the light intensity of a scene. Edges correspond to large discontinuities in the 

Image. Edges are detected using the gradient, The gradient is a vector with magnitude in the u and v directions equal to 

the respective partial derivatives. the partial derivative of a discrete function are calculated using the Taylor’s series. 

 

IV. SEGMENTATION 

 

Segmentation is a process of distinguishing lines, words,and even characters of a hand written or machine printed 

document, a crucial step as it extracts the meaningful regions for analysis[9]. There exist many sophisticated 

approaches for segmenting the region of interest. For handwritten document, this is quiet difficult. 

 

A. Word and Character Segmentation. 

 

The process of word segmentation succeeds the line separation task. Most of the word segmentation issues usually 

concentrate on discerning the gaps between the characters to distinguish the words from one another other. This 

process of discriminating words emerged from the notion that the spaces between words are usually larger than the 

spaces between the characters. There are not many approaches to word segmentation issues dealt in the literature. In 
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spite of all these perceived conceptions, exemptions are quiet common due to flourishes in writing styles with leading 

and trailing ligatures. Alternative methods not depending on the one-dimensional distance between components, 

incorporates cues that humans use. Meticulous examination of the variation of spacing between the adjacent characters 

as a function of the corresponding characters themselves helps reveal the writing style of the author, in terms of 

spacing. The segmentation scheme comprises the notion of expecting greater spaces between characters with leading 

and trailing ligatures[10]. Recognizing the words themselves in textual lines can itself help lead to isolation of words. 

Segmentation of words in to its constituent characters is touted by most recognition methods. Features like ligatures 

and concavity are used for determining the segmentation points.  

 

The algorithm exploits the caps between character segments and heights of character segments too. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Output 1, 2, 3 shows the validation of Tamil stone inscriptions through Neural network classification. The proposed 

algorithm helps in Tamil character recognition which gives improved accuracy of recognition. Neural network compute 

the error derivative of the weights (EW)[11]. In other words, it must calculate how the error changes as each weight is 
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increased or decreased slightly. The back propagation algorithm is the most widely used method for determining the 

EW[12]. The back-propagation algorithm is easiest to understand if all the units in the network are linear. 

 

The algorithm computes each EW by first computing the EA, the rate at which the error changes as the activity level of 

a unit is changed. For output units, the EA is simply the difference between the actual and the desired output[13]. To 

compute the EA for a hidden unit in the layer just before the output layer, we first identify all the weights between that 

hidden unit and the output units to which it is connected. We then multiply those weights by the EAs of those output 

units and add the products. This sum equals the EA for the chosen hidden unit[14]. After calculating all the EAs in the 

hidden layer just before the output layer, we can compute in like fashion the EAs for other layers, moving from layer to 

layer in a direction opposite to the way activities propagate through the network. This is what gives back propagation 

its name. Once the EA has been computed for a unit, it is straight forward to compute the EW for each incoming 

connection of the unit[15]. The EW is the product of the EA and the activity through the incoming connection. 

 

VI. CONCLUSION 

 

The performance of character recognition is dependent on the accuracy of stroke recognition. The results obtained for 

recognition of eight century characters show that reliable classification ion is possible using neural network. The results 

also indicate the scope for further improvement, especially in the case of Tamil character recognition. Future work is 

directed towards incorporating a database of words for spell check  

at word level. 
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