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ABSTRACT: Many peoples in the world die without knowing the cause for the disease which is very difficult to 
analyze. If current trends are allowed to continue, the people who will die without knowing the cause will be increasing 
exponentially. The healthcare industry has gathered large amounts of information which has not yet been analyzed or 
mined so far. The mining tools can be used for effective decision making from the above discovered hidden 
information on the massively collected big data. However, there is a lack of the application of the analysis tools to 
discover hidden relationships among the information collected. This research paper try to provide a survey of current 
techniques of knowledge discovery in databases using data mining techniques which will be useful for medical 
practitioners to take effective decision. The objective of this research work is to predict more precisely the presence and 
also the chance of getting pyrexia or febrile response disease in future with the reduced number of attributes. The 
survey of different techniques used so far is compared in this paper. 
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I. INTRODUCTION 

 
Pyrexia diseases also on the rise, comprise a major portion of communicable diseases. In 2014, of all projected 

worldwide deaths, 23 million are expected to be because of pyrexia diseases. In fact, febrile response would be the 
single largest cause of death in the world accounting for more than a third of all deaths. For febrile response 
specifically, in 2012, the age standardized mortality rate for developing nations like India, China, and Brazil was 
between 300-450 per 100,000, whereas it was around 100-200 per 100,000 for developed countries like USA and 
Japan. According to a recent study by the Registrar General of India (RGI) and the Indian Council of Medical Research 
(ICMR), about 25 percent of deaths in the age group of 1 to 35 years occur because of febrile response. The core 
functionalities of data mining are applying various methods and algorithms in order to discover and extract patterns of 
stored data. From the last two decades data mining and knowledge discovery applications have got a rich focus due to 
its significance in decision making and it has become an essential component in various organizations. The field of data 
mining have been prospered and posed into new areas of human life with various integrations and advancements in the 
fields of Statistics, Databases, Machine Learning, Pattern Reorganization and healthcare. 

Medical Data mining in healthcare is regarded as an important yet complicated task that needs to be executed 
accurately and efficiently. Healthcare data mining attempts to solve real world health problems in diagnosis and 
treatment of diseases. This research paper aims to analyze the several data mining techniques proposed in recent years 
for the diagnosis of febrile response. Many researchers used data mining techniques in the diagnosis of diseases such as 
unknown fever, tuberculosis, diabetes, cancer and heart disease in which several data mining techniques are used in the 
diagnosis of febrile response such as KNN, Neural Networks, Bayesian classification, Classification based on 
clustering, Decision Tree, Genetic Algorithm, Naive Bayes, Decision tree, WAC which are showing accuracy at 
different levels. Each data mining technique serves a different purpose depending on the modeling objective. 

Naïve Bayes is one of the successful data mining techniques used in the diagnosis of pyrexia patients [3-4]. 
Naive Bayes classifiers have works well in many complex real-world situations. Naive Bayes or Bayes Rule is the basis 
for many machine-learning and data mining methods. The rule is used to create models with predictive capabilities. It 
provides new ways of exploring and understanding data. It learns from the “evidence” by calculating the correlation 
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between the target (i.e., dependent) and other (i.e., independent) variables. By theory, this classifier has minimum error 
rate but it may not be case always. However, inaccuracies are caused by assumptions due to class conditional 
independence and the lack of available probability data. Observations show that Naïve Bayes performs consistently 
before and after reduction of number of attributes. 

Sacking plays an important role in the field of medical diagnosis. Many research works in this aspect is 
depicted in related work. Sacking algorithms used to improve model stability and accuracy. Sacking works well for 
unstable base models and can reduce variance in predictions. Boosting can be used with any type of model and can 
reduce variance and bias in predictions. Sacking means Bootstrap aggregation [5] an ensemble method to classify the 
data with good accuracy.  

J48 Decision Tree is a popular classifier which is simple and easy to implement. J48 Decision Tree with 
reduced error. It requires no domain knowledge or parameter setting and can handle high dimensional data. Hence it is 
more appropriate for exploratory knowledge discovery. It still suffers from repetition and replication. Therefore 
necessary steps need to be taken to handle repetition and replication. The performance of decision trees can be 
enhanced with suitable attribute selection. Correct selection of attributes partition the data set into distinct classes. 
Observations show that Decision trees outperform the other two classifiers but take more time to build the model. 
 

II. BACKGROUND 
 

In the diagnosis of febrile response large number of work is carried out, researchers have been investigating 
the use of data mining techniques to help professionals. Many risk factors associated with febrile response like age, sex, 
bacterial infection, environmental factors, family history and physical inactivity. Knowledge of these risk factors 
medical professionals can diagnosis the febrile response in patients easily.  

Naive Bayes is an important data mining technique. My Chau Tu’s [6] compare the Sacking with C4.5 
algorithm, Sacking with Naïve bayes algorithm to diagnose the febrile response the patient. Cheung applied naive 
bayes classifier on the febrile response dataset [7]. Ramana, Babu et al. applied classification technique with Sacking 
and boosting in the diagnosis of bacterial infection disease [6]. Sacking algorithms used in many research works to 
improve model stability and accuracy of medical data set. Sitair-Taut et al. used the weka tool to investigate applying 
J48 Decision Trees for the detection of coronary febrile response. Tu et al. used the Weka tool in the diagnosis of age 
for bacterial infection diseases and applying J48 Decision Tree. An easy way to comply with the paper formatting 
requirements is to use this document as a template and simply type your text into it.  

 
III. METHODOLOGY 

 
In this paper we use the following data mining techniques: 
 
A. Naïve Bayes 

Naïve bayes is the data mining techniques that show success in classification in diagnosing febrile response 
patients. Naïve bayes is based on probability theory to find the most likely possible classifications. This algorithm uses 
the Bayes formula, which calculates the probability of a data record Y having the class label cj: 

 
Dominator, P(Y), can be safely eliminated as it does not depend on the label. The class 
label cj, with the largest conditional probability value, determines the category of the data record. Let the actual values 
of features a1, a2, ….., an for the data record Y be equal to ,  , ………..  Assuming that the features are 
independent with respect to the class label, the above probability can be rewritten as follows: 

 
Where P(ai=  is the ratio of the samples that have value ai for the ith feature, among all the samples with 

class label cj and P(cj) is the ratio of the samples with class label cj to all the  available samples. 
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B. J48 Decision Tree 
It is also based on Hunt’s algorithm. J48 handles both categorical and continuous attributes to build a decision 

tree. In order to handle continuous attributes, J48 splits the attribute values into two partitions based on the selected 
threshold such that all the values above the threshold as one child and the remaining as another child. It also handles 
missing attribute values. J48 uses Gain Ratio as an attribute selection measure to build a decision tree. It removes the 
biasness of information gain when there are many outcome values of an attribute. At first, calculate the gain ratio of 
each attribute. The root node will be the attribute whose gain ratio is maximum. J48 uses pessimistic pruning to remove 
unnecessary branches in the decision tree to improve the accuracy of classification. 
 
C. Sacking 

Sacking means Bootstrap aggregation [12] an ensemble method to classify the data with good accuracy. In this 
method first the decision trees are derived by building the base classifiers c1, c2, ----, cn on the bootstrap samples D1, D2, 
----, Dn respectively with replacement from the data set D. Later the final model or decision tree is derived as a 
combination of all base classifiers c1, c2, ----, cn with the majority votes. 
Sacking can be applied on neural networks, Bayesian algorithms, Rule based algorithms, neural networks, Support 
vector machines, Associative classification, and Distance based methods and Genetic Algorithms. Applying Sacking on 
classifiers especially on decision trees, Neural networks increases accuracy of classification. Sacking plays an 
important role in the field of febrile response diagnosis. 
 

IV. DATA MINING REPRESENTATION 
 

Experiments are conducted using Weka tool and the results are compared with Sacking and without Sacking 
using 10-fold cross validation. Weka is a collection of machine learning algorithms for data mining tasks. The classify 
panel enables the user to apply classification and regression algorithms to the resulting dataset, to estimate the accuracy 
of the resulting predictive model, and to visualize erroneous predictions, or the model itself. The three classifiers like 
Naive Bayes, J48 Decision Tree and Sacking algorithm were implemented in WEKA. Since there is no separate 
evaluation data set, this is necessary to get a reasonable idea of accuracy of the generated model. These predictive 
models provide ways to predict whether a patient having febrile response or not. 

 
V. EXPERIMENTAL RESULTS 

 
After applying the pre-processing and preparation methods, the results of the experiments are shown in table I. 

We have carried out some experiments in order to evaluate the performance and usefulness of different classification 
algorithms for predicting febrile response.  

 
(Table I: Performance of the Classifiers) 

 
Evaluation Criteria Classifiers 

 Naïve Bayes  J48 Sacking 
Timing to build model ( in Sec) 0.03 0.04 0.05 
Correctly Classified instances 250 248 253 
Incorrectly Classified Instances  50 40 45 
Accuracy (%) 84.6% 82.33% 85.9% 

 
As accuracy is very important in the field of medical domain, the performance measure accuracy of 

classification is considered in this study. So Sacking classifier has more accuracy than other classifiers. Kappa statistic, 
mean absolute error and root mean squared error will be in numeric value only. We also show the relative absolute 
error and root relative squared error in percentage for references and evaluation. The results are shown in Tables II. 

Here we check how accurate our predictive model is, it is necessary to check, the Accuracy of the predictive 
model is calculated based on the precision, recall values of classification matrix. 
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(Table II : Training and Simulation Error) 
 

Evaluation Criteria Classifiers 
 Naïve Bayes  J48 Sacking 
Kappa Statistic(KS) 0.4088 0.1114 0.0965 
Mean absolute Error(MAE) 0.1836 0.2164 0.23 
Root Mean Squared Error (RMSE) 0.3678 0.3256 0.344 
Relative Absolute Error (RAE) 70.12% 86.76% 82.21% 
Root Relative Squared Error (RRSE) 100.2% 98.23% 98.63% 

 
We have trained the classifiers to classify the medical data set as either “healthy” or “possible febrile 

response”. For the given two classes, we consider in terms of positive tuples (diagnosis =healthy) versus negative 
tuples (diagnosis = possible febrile response). True positives refer to the positive tuples that were correctly labeled by 
the classifier, while true negatives are the negative tuples that were correctly labeled by the classifier. False positives 
are the negative tuples that were incorrectly labeled by the classifier, while false negatives are the positive tuples that 
were incorrectly labeled by the classifier. The precision is used for the percentage of samples labeled as “healthy”. 
These measures are defined as 

 
 

Here true negatives (i.e sick samples that were correctly classified) and false positives 
(“possible febrile response samples that were incorrectly labeled as healthy).  Recall is fraction of relevant instances 
that are retrieved. It is usually expressed as a percentage. It is calculated as total number of true positives divided by the 
sum of total number of true positives and total number of false negatives. 

 
Comparison of detailed accuracy by class is shown in table III 

(Table III: Comparison of Accuracy Measures) 
Classifier TP FP Precision Recall Class 

Naïve Bayes 0.866 0.389 0.964 0.867 Healthy 
0.662 0.125 0.430 0.621 Diagnosed  Febrile Response 

J48 0.925 0.905 0.852 0.965 Healthy 
0.092 0.025 0.850 0.962 Diagnosed  Febrile Response 

Sacking 0.974 0.96 0.851 0.947 Healthy 
0.06 0.014 0.428 0.06 Diagnosed  Febrile Response 

 
Execution of the learning techniques is highly dependent on the nature of the training data. Confusion matrices 

are very useful for evaluating classifiers. To evaluate the robustness of classifier, the usual methodology is to perform 
cross validation on the classifier. The columns represent the predictions, and the rows represent the actual class.  

In this simple experiment, from Table I, we can say that a Sacking, J48 requires around 0.05 seconds 
compared to Naive Bayes which requires around 0.02 seconds. Kappa statistic is used to assess the accuracy of any 
particular measuring cases, it is usual to 
distinguish between the reliability of the data collected and their validity. The average Kappa score from the selected 
algorithm is around 0.08-0.40. Based on the Kappa Statistic criteria, the accuracy of this classification purposes is 
substantial. This experiment implies a very commonly used indicator which is mean of absolute errors and root mean 
squared errors. Alternatively, the relative errors are also used. Since, we have two readings on the errors, taking the 
average value will be wise. 
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VI. CONCLUSION 
 

In medical diagnosis various data mining techniques are available. In this study, for classification of medical 
data we employed Sacking algorithm because it produce human readable classification rules which are easy to interpret. 
Researchers have been investigating applying different data mining techniques to help health care professionals in the 
diagnosis of febrile response. Sacking algorithm is one of the successful data mining techniques used in the diagnosis 
of febrile response patients. This paper investigates experiments are conducted to find the best classifier for predicting 
the diagnosis of type of febrile response patients. This paper systematically investigates applying different methods of 
classifier technique in the diagnosis of heart disease patients. The results show that Sacking algorithm accuracy of 
85.03% and the total time taken to build the model is at 0.05 seconds in the diagnosis of pyrexia patients. Finally, some 
limitations on this work are noted as pointers for future research. 

The empirical results show that we can produce short but accurate prediction list for the pyrexia patients by 
applying the predictive models to the records of incoming new patients. This study will also work to identify those 
patients which needed special attention.  
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