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ABSTRACT: Fraud is one major issue in credit card industry. It is essential to distinguish between authentic and 

fraudulent transactions and to handle such issues, we could use machine learning and artificial intelligence. This main 

aim to, firstly, to identify the different types of threats, and to analyze the other alternative techniques that are being 

used in this industry. This paper aims to deliver model that can be used to check if a transaction is fraudulent or not, 

with maximum efficiency and accuracy. The proposal declared in this paper are likely to have valuable in terms of time 

efficiency and cost minimization. Although, there’s always a scope of improvement and resolve the issue where 

genuine customers are misclassified as fraudulent. 
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I. INTRODUCTION 
 

In this 21st century, one thing that’s growing rapidly is the digitalization. The internet is at boom and soaking the whole 

world in it. Everyone is using the internet in one way or another. The main reason behind this is ease in accessing data, 

though we are not aware that it could also make us vulnerable. The digitalization in banking sector has been 

improvising day by day, a user can easily transfer money to one another in many ways through internet. To give an 

estimate, there were roughly around 369 billion transactions happened for good and services worldwide in 2018, that 

means nearly over 1 billion transactions every day. Though the internet made our lives easier, it could be destructive 

sometimes. We all know with ease of data comes vulnerabilities, security threats, we are heading towards a time 

internet is everything but also, we cannot unveil our privacy in wrong hands. With these transactions, the cyber 

attacking is also rising, fraud related to banking transactions increasing day by day. ‘Fraud’ as the term conveys, 

unauthorized usage of an account of someone another without their grant. These frauds happen with credit card, debit, 

and in many ways with the intention of stealing money. These fraud causes billions of dollars damage every year. The 

credit card companies are improvising their security day by day but there’s a very chance of happening these frauds. 

With the advancement in technology and machine learning, now there are several advance ways in which we can stop 

these fraud transactions before happening. 

 

 Fraud detection is a method which consists examining the past activities, analyze the user behaviour, learn 

through these activities and predict the future fraud transactions to avoid these intruding, obtrusive activities from 

happening. With advance machine learning and artificial intelligence, today’s computer can learn to objectify between 

these transactions, and with use of it, we can lower the amount of these fraud transactions even before happening. In 

order to protect their customers, companies rely on these fraud detection and prevention software to analyze credit card 

purchases.   

 

Now, the detection system softwares are improvising day by day but there’s always a high learning curve and scope 

of improvement in these systems. These systems highly dependent on several factors like past data, no. of valid 

transactions, their patterns, no. of fraudulent transactions, their statistical properties over the course of time.      

The software used to identify these frauds comprises of different algorithms, models, there’s already been significant 

improvement in these. To effectually detect credit fraud, we need to know the various technologies, and types of credit 

card frauds. Different companies have different technologies, and all have their own advantages and accuracy. Many 

software uses one or more machine learning models like Linear Regression, Random Forest Algorithm, K-nearest 

neighbour, Neural Network and much more… These algorithms try to filter the data on their ability of logic. In this 
learning, we are trying to also trying to create a model which can be used to identify these fraudulent transactions 

before successfully transact and prevent it from happening. We are going to used different machine learning 

techniques, and models to achieve the maximum accuracy and with efficient performance. 

 

II. LITERATURE REVIEW 
 

Numerous literatures pertaining to anomaly or fraud detection in this domain have been published already and are 

available for public usage. They generally used data mining techniques, adversarial detection and automated fraud 
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detection techniques. Even though these methods and algorithms achieved an unforeseen success in some areas, they 

failed to provide an enduring and reliable solution to fraud detection. A similar research domain was presented by Wen-

Fang YU, Na Wang where they used Outlier mining, OM and Distance sum algorithms to precisely predict fraudulent 

transaction in an emulation experiment of credit card transaction data set of one certain commercial bank. It is a field of 

data mining which is basically used in internet and monetary fields. It is generally used for detecting objects that are 

detached from the main system i.e., the transactions that aren’t authentic. They have taken traits of customer’s 
behaviour and based on the value of those era they’ve calculated that distance between the observed value of that 

attribute and its predetermined value.   

In order to get a proper detailed analysis, we need to know the types of challenges that we could face during our 

experiment.   

A. Challenges in these fraud detection techniques  

• Imbalanced data: Generally, most of data (99.8) are non-fraudulent which makes it very difficult for a 

machine to detect fraudulent ones.  

• Data Availability: The data we need to use to train our model are private data which cannot be found easily 

as these are generally private.  

• Huge Data: As we talked above, there are billions of transactions every year and in order to process these 

data we need a highly efficient and fast processing model.   

• High advanced techniques are used by scammers and they know how to breach into the system by finding 

loopholes.  

• Misclassified Data: Data that we get are not 100% accurate and there’s a very chance of not covering every 

fraudulent transaction that is caught or reported.  

B. Adaptive solutions to tackle these challenges  

• We need to use some techniques to balance the data which we could use further in our procedure.  

• To protect the privacy and anonymity of users we could reduce the dimensionality of data.  

• The model must be efficient and simple to use which could detect and classify the fraudulent and non-

fraudulent transactions in less time as possible  

We could make our model more interpretable so we a hacker or scammer try to adapt our technology we could re-

design our model instantly. 

 

III. METHODOLOGY 
 

The detection of a fraud is a complex computational task and still there is no system that could predict the future 

transactions accurately. However, a good model must consist three properties written below:  

- It should be able to identify accurately.  

- It should be able to detect the frauds as quick as possible.  

- It should never classify the authentic transaction as fraudulent one.  

In this research, we are going to use various predictive model to see how accurate they are, and analyze how different 

they work in diverse scenarios and trying to find out the best case.  

 

Data Set 

The dataset we are going to use is of September2013. The dataset contains transactions made by European countries. 

This dataset present transactions that occurred in two days, where we have 492 frauds out of 284,807 transactions. The 

dataset is highly imbalanced, the positive class(frauds) account for 0.17% of all transactions. Due to high imbalance in 

data, we also need to use some technique to filter out the data. As a security concern, the genuine variables have not 

been shared publicly but – they have been transformed versions of PCA. As a result, we can find 1 final class column 

and 29 feature columns.  
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    Model Building Techniques 

- Decision Tree Model  

- K-Nearest Neighbors Model  

- Logistic Regression Model  

- Identify applicable funding agency here. If none, delete this text box.  

- Support Vector Machines Model  

- Random Forest Model  

- XG Boost Model  

We will test different machine learning models one by one and checkout their performance. Defined models are 

easier, a single line of code can define our model and in the same way a single line of code can fit the model in our 

data.  

 

Flutter 

   Flutter is a Google’s UI toolkit built to create beautiful cross-platform applications. We are going to use to 

build out front end which will be a mobile application through which we can upload our custom data and get the result 

automatically from the backend. 

 

Flask 

   Flask is a python library to build simple Api and build small scale, fast to build web applications. We are going to 

use that for building our backend server which will fetch the csv file and would provide the result based on different 

models result. 

 

 

IV. IMPLEMENTATION 
 

We are at the stage of performing the different models. But before doing the test we need to filter the data and split 

them into two sets (one for train model and one for test model). If we look at the dataset, the data is imbalance toward a 

feature. Its main reason is because the banks have already adopted different kind of security measures – so that it would 

be harder for scammers/hackers to make such moves. However, no system is perfect and there’s will always be a 

chance of any vulnerabilities in the system that can increase such activities.   

In our dataset, we found that only 0.17% of transaction are fraudulent. To filter out more, we can remove the null 

values from the dataset. Also, we can remove the duplicate transactions.  

We found out the as per count, we have no null values. To more optimize the results, one can also apply some 

mechanisms like feature selection which could give better result, however, we are not using this technique in this 

project. The data which we are using consists 28 features which are transformed versions of PCA but the amount is the 

real one. And, upon checking their difference we can see a huge difference that can deviate our result.   

In this case, its always a good practice to scale this variable for which we can use a standard scalar. It will fix the values 

and reshape the variable. There’s also a external deciding factor which can deviate our result and this would be time – 

but in our modelling process, we can skip it.   

After all this, we have our values and that is (275663,0) after removal of duplicate transactions which was before 

(284807, 30). Now that we scaled our data without duplicate, it is time to split our data and move forward to model 

building.  

 

A. Test & Split  

Now that we are the stage of test & split, we should first declare dependent and independent variable. The dependent 

will be known as X and the independent variable is known as y.  

 

 

After split our data into train and test data, now, Train data will be used for training the model and the data which is 

concealed will be used for testing. 
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B. Model Building  

Now, we will be trying different models and check their accuracy. We can also tune these models by altering their 

parameters. But, if the accuracy is better even with less parameter, then, there’s no need to make it complex.  

- Decision Tree  

Decision Tree usually starts with a single node and then decompose the into additional node to show more possibilities 

(like next move in chess).  

 

 

After implementing the decisions tree model, the accuracy that we got is 0.99928898. Talking about the F1 score, the 

F1 score is 0.776255707. We could also check its confusion matrix,  

Here, the first row represents positive and the second row represents negative. So, we have 68782 as true positive and 

18 are false positive. It means, out of 68782 + 18 = 168800, we have 68782 that are classified as a normal transaction 

and 18 were falsely classifies as normal – but they were fraudulent. But there’s more models to try on, let’s see their 

accuracy.  

K-Nearest Neighbors  

The K-Nearest Neighbors is generally classified data by determining their neighbor group and their states.  

After implementing the K-Nearest neighbors’ model, we have got the result, and the accuracy is  

0.999506645771664.  

The F1 score of this model is 0.8365184615384616.  

Random Forest   

Random Forest model is made up of a large number of small decision trees, which each produce their own 

predictions.  

The accuracy that we got after implementing is 0.9993615415868594. The F1 score of this model is less 

though than above others which is 0.7843137254901961. This model combines the output of different 

decision tress and tries to reach a single result.  

Support Vector Machines  

After implementing the support vector machines model, the accuracy we got is 0.9993615415868594 and the 

F1 score is 0.7777777777779.  

Logistic Regression  

Logistic Regression can be useful in these scenarios. This model predicts a dependent variable by analyzing 

the relationship between one or more existing independent variables.  

XGBoost  

XGBoost is a popular model that implements machine learning algorithms under the gradient boosting 

framework. It provides a parallel tree boosting to solve many data science problems in a fast and accurate way.  

After implementing this model in our dataset, the accuracy we got is 0.9995211561901445 and the F1 score of 

this model is 0.8421052631578947.  

 

After testing our test data with our models it’s time to build a UI for easy custom dataset testing. For that, we are going 

to use flutter in front end and for backend, we are going to use flask. Flask is simple to use python library to build api 

and static front end. In this, we are going to make a UI which would accept the custom .csv file are then we can test the 

data with our model. 

V. RESULT 
 

Now we can test our test data with our model through uploading it to back end. This will give us “Accuracy” and “F1 

Score” of the model. 

After analyzing different machine learning models in our dataset, we found out that the most accurate result 

that we have gotten is from XGBoost model. We have got 99.95% accuracy in our detection. This should not be 

shocking as our data was balanced towards one variable (non-fraudulent). One more good thing that we noticed is that 

after applying confusion matrix – our model is not overfitted.   
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XGBoost is the clear winner in our case. Although the data on we have received the result is for model 

training. The data feature is the transformed version of PCA. If the actual features follow similar pattern the we are 

doing great! 

 

 

VI. FUTURE SCOPE AND CONCLUSION 
 

Credit Card Fraud is obviously one of the most common crimes that happens every day and costs billions to financial 

banking sector. This paper has pointed one of the techniques which are right now used by the companies to detect and 

prevent these transactions. This paper comprises of few of the modern machine learning techniques which could be 

helpful in detection of fraudulent transaction by analyzing their past and present behaviour.   

 

We implemented different models and XGBoost has been declared as one of the most accurate model to detect these 

transaction. The accuracy reached over 99.5%, which is better as the dataset we used contains only 0.17% of fraudulent 

transactions. This high accuracy is expected due to the high imbalance between the positive and negative variables. 
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