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ABSTRACT: Today very large amounts of Multimedia data is present on the Internet or web, Multimedia data mining 
is one of best for research. Multimedia mining is a form of data mining. In Data mining various type of algorithms are 
used to segment the data to identify patterns and to make its predictions. Despite the successes in many areas, data 
mining remains a challenging task. In the past, multimedia mining was one of the fields where the results were often 
not agreeable. Multimedia Data Mining extracts the data from multimedia files like audio, video and still images to 
perform similarity searches, identify associations. As the mining techniques have matured, new techniques has been 
developed. A lot of progress has been made in areas such as visual data mining and usual language processing using 
deep learning techniques. Deep learning is a branch of machine learning and has been used among other on 
Smartphone’s for face recognition and voice commands. Deep learners are a type of artificial neural networks with 
numerous data dealing out layers that learn representations by increasing the level of abstraction from one layer to the 
next. These methods have enhanced the state in multimedia mining, in speech recognition, visual object recognition, 
natural language processing and other areas such as genome mining and predict the effectiveness of drug molecules. 
This paper describes some of the deep learning techniques that have been used in recent research for multimedia data 
mining. 
 
 

I. INTRODUCTION 
 

Due to the huge amounts of Multimedia data on the Internet, Multimedia mining has become a very lively area of 
research. Multimedia mining is a form of data mining. Data mining uses algorithms to segment data to classify useful 
patterns and to predict. Despite the success in many areas, data mining remains a challenging task. In the past, 
multimedia mining was one of the fields where the results were regularly not agreeable. Multimedia Data Mining 
extracts significant data from multimedia files such as audio, video and still images to perform similarity searches, 
identify associations, entity resolution and for classification. Face recognition is very famous technology concept in 
recent days. It can be used various applications. In this project we extract face from image or video. Then extracted face 
will be processed to recognize it. For recognition we will use Eigen face concept. Eigen faces is the name given to a set 
of eigenvectors when they are used in the computer idea difficulty of human face recognition. First, the original images 
of the training set are transformed into a set of Eigen faces. Afterwards, the weights are calculated for each image of the 
training set.  
Upon observing an unknown image, the weights are calculated for that particular image and stored in the vector. Vector 
of unknown image is compared with stored vectors of Eigen face and distance calculated. If feature distance is below 
threshold then we can consider face is matched. Output will be recognized face name. 
 
Motivation:  
Facial recognition was the source of motivation behind the creation of Eigen faces. For this use, Eigen faces have 
advantages over other techniques available, such as the system's speed and efficiency. As Eigen face is mainly a 
dimension reduction method, a system can represent many subjects with a relatively small set of data.As the mining 
techniques have matured, new techniques were developed. A lot of development has been made in areas such as visual 
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data mining and natural language processing using deep learning techniques. Deep learning is a branch of machine 
learning and has been used amongst other on Smartdevices for face recognition and voice commands. In this proposed 
system Eigen face concept is used for face detection. A set of Eigen faces can be generated by performing a statistical 
process called principal component analysis (PCA) on a large set of images depicting different human faces.  
 
Objective: 

A. Deep learners are a kind of artificial neural networks with several data processing layers that learn 
representations by increasing the level of abstraction from one layer to the next.  

B. Eigen face provides an easy and cheap way to realize face recognition in that: 
1. Its training process is completely automatic and easy to code. 
2. Eigen face adequately reduces statistical complexity in face image representation. 
3. Once Eigen faces of a database are calculated, face recognition can be achieved in real time. 
4. Eigen face can handle large databases. 

Proposed system includes training and testing sets for image recognition, in training set Eigen faces of person will be 
kept. While testing face will be recognized from video or image. 
 

II. LITERATURE SURVEY 
 

[1] Xinyu Chen, Youngwoon Cho, and Suk young Jang have proposed “Crime Prediction Using Twitter 
Sentiment and Weather” 
 
From this paper refer to: 
 This paper Our aim is to predict the time and location in which a specific type of crime will occur. Our approach is 
based on attitude analysis by applying lexicon-based methods and understanding of categorized weather data, combined 
with kernel density estimation based on historical crime incidents and calculation via linear modeling. By testing our 
model’s ability to predict future crime on each area of the city, we observed that the model exceed the benchmark 
model, which predicts crime incidents using kernel density estimation. 
 
 [2] Hong-Mei Chen, Rick Kazman, Senior Member, IEEE, and Serge Haziyev have projected “Agile Big Data 
Analytics for Web-based Systems: An design-centric Approach” 
 
From this paper refer to: 
This paper  This article describes how AABA was developed, evolved and validated at the same time in 10 empirical 
WBS case studies through 3 CPR (Collaborative Practice Research) cycles. In addition, this article presents an 11th 
case study exemplifying the processes, methods and techniques/tools in AABA for cost-effectively attaining business 
goals and architecture agility in a large scale WBS. All 11 case studies showed that structural -centric design, 
development, and operation is key to refining technical complexity and achieving liveliness necessary for successful 
WBS big data analytics development. Our contribution is narrative and important. The use of reference architectures, a 
design concepts index and architectural spikes in AABA are advancements to architecture design methods. In addition, 
our structural centric approach to DevOps was critical for achieving strategic control over continuous big data value 
delivery for WBS. 
 
[3] Guilherme Guerreiro, Paulo Figueiras, Ricardo Silva, Ruben Costa, Ricardo JardimGoncalves have 
proposed “An Architecture for Big Data Processing on Intelligent Transportation Systems” 
 
From this paper refer to: 
This paper planned architecture depends on the acceptance of “big data” technologies, to process and store large 
volumes of data from heterogeneous sources, provided by different highway operators. The proposed architecture is 
proficient way of handling real-time and historical data using big data technologies such as Spark on Hadoop and 
MongoDB. The DATEX-II data model is adopted, to classify to harmonize course data provided by the highway 
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operators. The work presented here, is still part of ongoing work currently addressed under the EU H2020 OPTIMUM 
project. Preliminary results attained so far do not address the final conclusions of the project, but enabled us to 
demonstrate considerable gains in performance, when compared to other traditional ETL approaches, and also form the 
base for pointing out and discuss future work orders and opportunities in the area of the development of big data 
processing and mining methods under the ITS domain. 
 
[4] Jun Wang, Senior Member, IEEE, Xuhong Zhang, Jiangling Yin, Huafeng Wu, and Dezhi Han have 
proposed “Speed Up Big Data Analytics by Unveiling the Storage Distribution of Sub-datasets” 
 
From this paper refer to: 
This paper suggest a storage sharing aware method to optimize sub dataset analysis over distributed storage systems 
referred to as DataNet. Firstly, we propose an efficient algorithm to obtain the metadata of sub-dataset sharing. 
Secondly, we design an elastic storage organization called ElasticMap based on the HashMap and BloomFilter 
techniques to store the meta-data. Thirdly, we utilize distribution-aware algorithms for sub-dataset applications to attain 
balanced and efficient parallel execution. Our proposed method can benefit different sub-dataset analyses with various 
computational necessities. Experiments are conducted on PRObEs Marmot 128-node cluster tested and the results show 
the performance benefits of DataNet. 
 
[5] Kyunghyun Cho, Aaron Courville, and YihuaBengio have proposed “Describing Multimedia Content Using 
Attention-Based Encoder-Decoder Networks” 
 
From this paper refer to: 
this paper We describe systems that learn to focus to different places in the input, for each element of the output, for a 
diversity of tasks: machine translation, image caption generation, video clip description, and speech recognition. All 
these systems are founded on a shared set of building blocks: gated recurrent neural networks and convolutional neural 
networks, along with trained attention mechanisms. We report on experimental results with these systems, presenting 
remarkably good performance and the advantage of the attention mechanism. 
 
[6] OriolVinyals, have proposed “Show and Tell: A Neural Image Caption Generator” 
 
From this paper refer to: 
 Paper Our model is often quite exact, which we verify both qualitatively and quantitatively. For example, while the 
present state-of-the-art BLEU-1 score (the higher the better) on the Pascal dataset is 25, our approach capitulate 59, to 
be compared to human performance around 69. We also show BLEU-1 score improvements onFlickr30k, from 56 to 
66, and on SBU, from 19 to 28. Lastly, on the newly launched COCO dataset, we achieve a BLEU-4 of 27.7, which is 
the current state-of-the-art. 
 
 [7] Min-Yuh Day and Chia-Chou Lee have proposed “ Deep Learning for Financial Sentiment Analysis on 
Finance News Providers”  
 
From this paper refer to: 
This paper Investors have always been interested in stock price forecasting. Since the growth of electronic media, 
hundreds pieces of financial news are released on different media every day. Numerous studies have attempted to 
examine whether the stock price forecasting all the way through text mining knowledge and machine learning could 
direct to unusual returns. However, few of them involved the discussion on whether using different media could affect 
forecasting results. Financial response analysis is an significant research area of financial technology (FinTech). This 
research focuses on investigating the influence of using different financial resources to asset and how to improve the 
exactness of forecasting through deep learning. The experimental result shows various financial resources have 
significantly different effects to investors and their investments, while the exactness of news categorization could be 
enhanced through deep learning. 
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[8] Thomas CanhaoXu, Ville Lepp¨anenhave proposed “Analysing up-and-coming Memory Technologies for Big 
Data and Signal Processing Applications”  
 
From this paper refer to: 
This paper we investigate and compare different emerging memory technologies as on-chip cache for big data and 
signal processing applications. Static Random Access Memory (SRAM) has been extensively used as level 1 and last 
level caches for multicore processors. Server chips integrate Dynamic Random Access Memory (DRAM) as an 
additional cache for better serverlevel applications that process more data. Both SRAM and DRAM have advantages 
and disadvantages. Therefore new types of RAMs are projected and prototyped. For big data and signal processing 
applications these days, enormous amount of data are processed, usually with time limitations. We analyse novel 
RAMs, including Phasediffer RAM (PRAM), Magneto resistive RAM (MRAM), Ferroelectric RAM (FRAM) and 
Resistive RAM (RRAM). The conventional and new memories are analyzed in terms of size, area, access latency and 
power consumption. We present standard results using a full system simulator. Workloads are selected from several big 
data, server, signal processing and video processing applications. Experiments illustrate that, in consideration of these 
applications, it is vital to replace SRAM and DRAM caches with MRAM and RRAM. 
 
[9] Nicolas Voiron1, Alexandre Benoit1, Patrick Lambert1 and Bogdan Ionescu2 have proposed “Deep Learning 
vs Spectral Clustering into an active clustering with pairwise constraints propagation”  
 
From this paper refer to: 
This paper we initially commence the idea of Deep Learning into an active semi-supervised clustering process and put 
side by side it with Spectral Clustering. Secondly, we introduce constraint propagation and demonstrate how it 
maximizes division quality while reducing annotation costs. Experimental validation is conducted on two different real 
datasets. Results show the potential of the clustering methods. 
 
[10] Jun Wang, Senior Member, IEEE, Xuhong Zhang, Jiangling Yin, Huafeng Wu, and Dezhi Han have 
proposed “Speed Up Big Data Analytics by Unveiling the Storage Distribution of Sub-datasets”  
 
From this paper refer to: 
This paper an resourceful algorithm to obtain the metadata of sub-dataset distributions. Secondly, we design an elastic 
storage structure called Elastic Map based on the Hash Map and Bloom Filter method to store the meta-data. Thirdly, 
we employ distribution-aware algorithms for sub-dataset applications to achieve balanced and efficient parallel 
execution. Our proposed development can benefit different sub-dataset analyses with a variety of computational 
requirements. Experiments are conducted on PRObEs Marmot 128-node cluster test bed and the results show the 
performance benefits of Data Net. 
 

III. PROPOSED ARCHITECTURE APPROACH 
 

In the proposed approach the unsupervised DL methods are used. Unsupervised DL methods  used to cluster the input 
data in classes on the basis of their statistical properties only. The labelling can be carried out even if the labels are only 
accessible for a small number of objects representatives of the desired classes.  

 
Advantages: 

1. Large corpuses of labelled training data are not needed. 
2. Only clustering are doing the result. 
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IV. MATHEMATICAL MODEL 
 
 S= {S, s, X, Y, T, fmain, DD, NDD, ffriend, memory shared, CPUcount} 

 S (system):- Is our proposed system which includes following tuple.   
 s (initial state at time T ) :-GUI of search engine. The GUI provides space to enter a query/input for user.  
 X (input to system) :- Input Query. The user has to first enter the query. The query may be ambiguous or not. 

The query also represents what user wants to search. 
 Y (output of system):- List of URLs with Snippets. User has to enter a query into search engine then search 

engine generates a result which contains relevant and irrelevant URL’s and their snippets.  
 T (No. of steps to be performed):- 6. These are the total number of steps required to process a query and 

generates results.  
 fmain(main algorithm) :- It contains Process P. Process P contains Input ,Output and subordinates functions. It 

shows how the query will be processed into different modules and how the results are generated. 
 DD (deterministic data):- It contains Database data. Here we have considered HFI i.e. Human Face Images 

which contains number of human faces. Such images are used for showing results. Hence, HFI is our DD. 
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 NDD (non-deterministic data):- No. of input queries. In our system, user can enter numbers of queries so 
that we cannot judge how many queries user enters into single session. Hence, Number of Input queries are 
our NDD. 

 ffriend :- WC And IE. In our system, WC and IE are the friend functions of the main functions. Since we will be 
using both the functions, both are included in ffriend function. WC is Web Crawler which is bot and IE is 
Information Extraction which is used for extracting information on browser. 

 Memory shared: - Database. Database will store information like list of receivers, registration details and 
numbers of receivers. Since it is the only memory shared in our system, we have included it in the memory 
shared. 

 CPUcount: - 2. In our system, we require 1 CPU for server and minimum 1 CPU for client.  Hence, CPUcount is 
2.  

 
Subordinate functions: 
 Identify the processes as P. 

  S= {I, O, P....} 
  P= {VC, IE} 
Where, 
 VC is Video or Image Capture 
 IE is Information Extraction.  
 P is processes. 

 
 VC= {U, MAX, IF} 

Where, 
 U=input Query 
 IF is output of Video/Image capture which is Image containing face. 

 
 IE= {IF, EF Techniques, Info} 

Where, 
 IF is input which is image containing face given to IE  
 EF technique is used for recognize face in input image. 

 
 

V. ALGORITHM 
 

Step 1: Video/Image Capture. 
 Step 2: Get Video Frame or Image.     
 Step 3: call VC function  
  Step 2.1: Get U as Input to VC.     
  Step2.2 : Get face image. 
  Step 2.3 : Output as IF. 
 Step 4: call to IE Function   
  Step  4.1 : Get VF as Input . 
  Step 4.2 :Call Function Eigen Face Recognition 
  Step 4.3: Process Recognition technique to recognize face. 
 Step5: Display Result.  
 Step 6: Stop.      
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State Transition Diagram: 

 
 

Fig:  State Transition Diagram 
 
Where, 

s=input state 
x=query 
q1= accept ambiguous Query 
q2 =User log 
q3= feedback session. 
q4=pseudo doc. 
q5= restructuring result. 
q6= optimization. 
e= end state 

 
Explanation 

1. The ‘q1’ state accept the ambiguous query ‘x’ from the state ‘s’ which is our initial state . 
2. The q2 state is meant for User log which stores the query x which is accept in state q1. The query stores in 

state q2 used for finding the related URL’s form database and send this records to state q3. 
3. In q3 state, the records from database as well as from click through log will retrieved and generate the 

feedback sessions.  
4. ‘q4’ state will generate pseudo documents of URL from feedback session with clicked URLs by the user.  
5. Apply clustering algorithm to form a group of relevant keywords from pseudo documents so that each cluster 

represents one user search objective. 
6. Next step ‘q6’ is to organize words from one cluster into topic-subtopic hierarchy by using optimization which 

will display result in to restructured form. 
7. In this step i.e. ‘q6’, we use CAP evaluation for performance of restructured result.   
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Step 1 Interface 
 

 
 
Step 2 Training 
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Step 3 Final datamining 
 

 
 

VI. CONCLUSION 
 
In this paper it will be concluded that system is useful for face recognition using Eigen Face method. System wills 
successfully implements Deep learning using training and testing method. Thus system is useful in multimedia data 
mining. 
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