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    ABSTRACT This project presents a novel framework for the automated generation of Multiple-Choice Questions (MCQs) 
tailored for computer science education using Conditional Generative Adversarial Networks (cGANs). Addressing the 
challenges of traditional MCQ creation—such as time consumption, lack of adaptability, and limited personalization—this 
system leverages deep learning to generate contextually relevant and difficulty-aligned questions across diverse computer 
science domains. The model is trained on a curated dataset comprising textbooks, online resources, and instructor-generated 
content, and is evaluated using metrics including Question Relevance Score (QRS), Diversity Index (DI), Difficulty 
Alignment Accuracy (DAA), and Semantic Equivalence Score (SES). A Qt-based GUI allows educators to generate and 
export MCQs with ease.In future enhancements, the system will support real-time question generation from user-provided 
inputs such as PDFs, websites, and images via OCR and web scraping. It will also refine difficulty classification using 
Bloom’s Taxonomy and introduce feedback-based learning to adapt to student performance. These advancements aim to 
transform the model into a fully adaptive, multimodal assessment tool that aligns with modern, student-centered educational 
practices. 
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I.INTRODUCTION 

 

In the modern era of digital learning, assessment plays a crucial role in evaluating students’ understanding and promoting 
active learning. Multiple Choice Questions (MCQs) are one of the most widely used assessment formats due to their 
efficiency, objectivity, and ease of evaluation. However, manually creating a large and diverse pool of quality MCQs—
especially in technical fields like computer science—is time-consuming and often prone to human bias or redundancy.To 
address these challenges, this project explores the design and implementation of an automated MCQ generation 
system using Conditional Generative Adversarial Networks (cGANs). cGANs, an extension of traditional GANs, are 
capable of generating context-specific outputs based on given conditions. Leveraging the power of deep learning and 
natural language processing (NLP), our system is trained to generate semantically meaningful and pedagogically relevant 
MCQs from input topics or content related to computer science subjects.The proposed solution not only reduces the 
workload of educators but also ensures the rapid and scalable production of diverse questions suitable for quizzes, practice 
tests, and e-learning platforms. By integrating artificial intelligence with education technology, this project aims to 
contribute to the development of intelligent tutoring systems and enhance the overall learning experience in computer 
science education. 
 

II.LITERATURE SURVEY 

 

Manjula Shenoy K2, Archana Praveen Kumar 1, Ashalatha Nayak 1, Chaitanya 1, and Kaustav Ghosh 1. Gratified 
on February 27, 2023. Copyright 2023 Author(s). 
This section includes a review of previous studies that have been done to generate the MCQs. Based on the requirements 
of our project. This paper presents a hybrid framework combining semantic analysis with machine learning for MCQ 
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generation. The authors utilize natural language processing to extractkey sentences and generate relevant question stems. 
The ontology-based representation ensures semantic consistency, while the ML model introduces adaptability in question 
types. This method supports both factual and conceptual question generation and can be tailored to specific domains like 
computer science. 
 

Prajakta, Vivek, Pragati, Yogesh, and Geeta Atkar Automatic MCQ Generation Accepted: © 2021 IJCRT | 
November 20, 2021, Volume 9, Issue 11.  
This paper suggests a hybrid method to produce different 7 kinds of Wh-type and Cloze question stems for a technical 
subject. It combines an Ontology-Based Technique (OBT) with a MachineLearning Based Technique (MBT). Method 
Based on Ontologies: OBT OBT is a three-step process that creates Wh-type questions: Ontology modeling, creating an 
instance tree (ITree), and transforming Wh-type questions into variable representation in the final stageThe queries that 
are generated have a specific or medium scope. Automatic question generation systems that produce questions for users 
of different kinds and scopes based on input of natural language text. The nicest part about this system is that it makes it 
simple to process the creation of Objective Type papers and analyzes the data produced by multiple-choice questions 
(MCQs) to help solve the test's current issues and improve student performance. With the input of a natural language text, 
Automatic Question Generation Systems produce multiple choice questions (MCQs) with varying scopes and types for 
the user. Specifically, we address the issue of factual question generation from specific texts automatically. severe 
administrative issues with paper-based assessment, particularly in courses with large student enrolment. 
 

Yazeed Yasin Ghadi4, Othman Asiry3, Fahad Alturise2, Shahbaz Ahmad1, Muhammad Asif1, Haseeb Ahmad1, 
and Shahbaz Ahmad 

Multiple-choice questions in the computer science sector derived from the following instructive sentences. Nowadays, 
most tests are multiple-choice. Usually, it is hard to find the distractor, key, and informative sentence for MCQ generation, 
especially in the computer science field. Therefore, it is necessary to create an intelligent system that can create MCQs 
from unstructured text. We proposed an innovative method for generating MCQs that combines NLP and ML techniques. 
Tokenization, lemmatization, POS, and other NLP techniques are used to preprocess the input text corpus. Since not all 
sentences can generate MCQs, the automatic MCQ generation process consists of three steps: the first is the extraction 
of informative sentences, the second is the identification of the key, and the third is determining the distractors relevant 
to the key. The manual MCQ generation process requires a significant amount of work, time, and domain knowledge. 
Then, utilizing extractive text summarization, the BERT model for text embeddings, and K-means clustering to identify 
sentences closest to the centroid for summary generation, the suggested method extracts informative sentences 

 

III. METHODOLOGY 

 

The proposed system for automated multiple choice question (MCQ) generation using Conditional Generative 
Adversarial Networks (cGANs) follows a systematic approach involving data collection, preprocessing, model design, 
training, and evaluation. The methodology is structured into the following phases: 
 

1. Data Collection 

To train and evaluate the cGAN model, a well-curated dataset is essential. The dataset is collected from: 
I. Online educational resources (e.g., MOOCs, tutorials, textbooks) 

II. Open-source question banks 

III. Research articles and Wikipedia entries related to computer science topics (e.g., Data Structures, Algorithms, 
Operating Systems, Networking) 

IV. Each data entry typically includes: 
V. A concept/topic 

VI. A reference passage or explanation 

VII. One correct answer and several distractors (incorrect but plausible options) 
 

2. Data Preprocessing 

Raw text data is cleaned and structured to make it suitable for training. Key preprocessing steps include: 
I. Tokenization: Breaking text into words or subword units 

II. Stop-word removal: Eliminating irrelevant words (e.g., "the", "is", "and") 
III. Lemmatization: Reducing words to their base form 

IV. POS tagging and entity recognition: Understanding grammatical structure and key concepts 
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V. The final dataset format is structured as: 
VI. Input: [Topic/Context + Reference Passage] 

VII. Output: [Question + Correct Answer + Distractors] 
 

3. Model Architecture: Conditional GAN (cGAN) 
The system uses a cGAN framework composed of two main components: 

I. Generator (G): Takes the input condition (topic and reference content) and generates a set of MCQ 
components—primarily a question and multiple answer choices. 

II. Discriminator (D): Tries to distinguish between real (human-generated) and fake (machine-generated) MCQs. 
III. The generator is trained to fool the discriminator, while the discriminator is trained to correctly identify genuine 

vs. generated content. The adversarial training continues until an optimal balance is achieved. 
 

4. Feature Extraction and Embedding 

Natural Language Processing (NLP) techniques and pre-trained embeddings such as Word2Vec, GloVe, or BERT are used 
to: 

I. Extract semantic and syntactic features from the input 
II. Represent words and sentences in a vectorized form for model consumption 

 

5. Model Training 

I. The model is trained using supervised and adversarial learning techniques: 
II. Loss functions: Binary cross-entropy for discriminator; combination of reconstruction and adversarial loss for 

generator 
III. Optimization: Adam optimizer for both networks 

IV. Training Strategy: Alternating updates to generator and discriminator during each epoch 

V. Hyperparameters like learning rate, batch size, and dropout rate are tuned for optimal performance. 
 

6. Post-processing and Validation 

After generation: 
I. The questions are checked for grammatical correctness and logical consistency 

II. Distractors are evaluated for plausibility and uniqueness 

III. A domain expert may review a subset of generated questions 

 

7. Evaluation Metrics 

I. The system is evaluated based on: 
II. BLEU score: Measures similarity between generated and reference questions 

III. ROUGE score: Assesses recall-based similarity 

IV. Human Evaluation: Experts review questions for relevance, clarity, and difficulty 

V. Discriminator Accuracy: Reflects the realism of generated questions 

 

8. Deployment (Optional Phase) 
The model can be integrated into an educational platform or MCQ generator tool with a simple user interface, where 
users input a topic and receive a set of generated MCQs. 
 

III. DESIGN AND ARCHITECTURE 

 

The architecture of the automated MCQ generation system using Conditional Generative Adversarial Networks 
(cGANs) is designed to ensure seamless data flow, efficient model training, and high-quality question generation. The 
architecture is modular, consisting of multiple components responsible for data preprocessing, feature extraction, model 
training (Generator & Discriminator), and question validation. 
 

1. System Architecture Overview 

The overall system consists of the following components: 
A. Input Layer 

Accepts topic keywords or reference text related to a computer science concept. 
May include optional metadata such as difficulty level or context domain (e.g., Data Structures, Networking). 
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B. Data Preprocessing Module 

Cleans and structures raw text using NLP techniques: 
1. Tokenization 

2. Lemmatization 

3. Stop-word removal 
4. POS tagging & Named Entity Recognition 

Converts text into a machine-understandable format using word embeddings (e.g., BERT, GloVe). 
 

C. Feature Embedding Layer 

Generates dense vector representations for: 
1. Input topics 

2. Sentences or paragraphs (reference context) 
Embeddings preserve semantic meaning and help the model understand relationships between words. 

 

D. Conditional GAN Module 

i. Generator (G): 
Takes embedded input condition (topic + reference text). 
Outputs: 

1. A syntactically correct question 

2. One correct answer 

3. 2–3 distractor options (plausible but incorrect answers) 
 

ii. Discriminator (D): 
Takes real/generated MCQ sets as input. 
Classifies them as real (human-generated) or fake (machine-generated). 
Provides feedback to the generator to improve quality over time. 

 

E. Training and Optimization Layer 

Trains G and D in an adversarial loop: 
1. Generator learns to fool the discriminator 
2. Discriminator learns to detect fake questions 

Uses loss functions: 
1. Binary Cross-Entropy 

2. Reconstruction Loss 

Optimized using Adam or RMSprop optimizer. 
 

F. Post-processing Module 

Checks: 
1. Grammar and coherence 

2. Uniqueness of distractors 

3. Relevance of answers 

Applies filtering or ranking if multiple questions are generated. 
 

G. Output Layer 

Displays final MCQs in a structured format: 
1. Question 

2. 1 Correct Answer 
3. Multiple Distractors 

 

H. (Optional) User Interface 

Simple web-based or desktop interface. 
Allows users (teachers, students) to input a topic and receive generated MCQs instantly. 

 

 

 



© 2025 IJIRCCE | Volume 13, Issue 5, May 2025|                      DOI:10.15680/IJIRCCE.2025.1305199

 

IJIRCCE©2025                                                      |     An ISO 9001:2008 Certified Journal   |                                                 10752 

IV. ARCHITECTURAL DIAGRAM 

 

 
 

FIG:1 

 

3. Technologies & Tools 

Programming Language: Python 

Deep Learning Framework: TensorFlow / PyTorch 

NLP Libraries: NLTK, SpaCy, Transformers (HuggingFace) 
Embeddings: BERT, GloVe 

Interface (Optional): React.js / Flask 

 

VI.EXPERIMENTAL RESULTS 

 

1. Environment Setup 

Language: Python 3.x 

Libraries & Frameworks: 
1. PyTorch or TensorFlow (for cGAN model implementation) 
2. HuggingFace Transformers (for BERT embeddings) 
3. NLTK / SpaCy (for NLP preprocessing) 
4. Scikit-learn (for evaluation and additional ML tasks) 

2. Dataset Preparation 

Source: Open-source question banks, Wikipedia articles, and CS textbooks. 
Structure: 

1. Input: Topic + Reference Paragraph 

2. Output: Question, Correct Answer, Distractors 
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Example: 
 

 
FIG:2 

 

3. Preprocessing 

Clean raw text (lowercase, punctuation removal) 
Tokenization and lemmatization 

Named Entity Recognition for keyword spotting 

Sentence segmentation 

BERT-based embedding for contextual input 
 

 
FIG:3 

 

4. Conditional GAN Implementation 

Generator Network 

Input: Embedded topic + context 
Output: Structured MCQ (Question, Answer, Distractors) 
Layers: 

1. Dense layers with ReLU 

2. Dropout for regularization 

3. Softmax for distractor options 

Discriminator Network 

Input: MCQ set (real or generated) 
Output: Probability (Real or Fake) 
Layers: 

1. Convolutional or LSTM for sequence understanding 

2. Dense + Sigmoid 
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FIG:4 

 

 

5. Training Process 

Adversarial training (Generator tries to fool Discriminator) 
Loss functions: 

1. Generator: Binary Cross Entropy + Semantic Loss 

2. Discriminator: Binary Cross Entropy 

Optimizer: Adam (lr=0.0001) 
Epochs: 100–200 

 

Experimental Setup 

1. Hardware Setup 

CPU: Intel i7 / Ryzen 7 or higher 
GPU: NVIDIA GTX 1650 / RTX 3060 or higher (for deep learning) 
RAM: 16 GB+ 

Environment: Google Colab / Jupyter Notebook / VS Code 

 

 
 

FIG:5 
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FIG:6 

 

2. Evaluation Metrics 

BLEU Score: Measures similarity with ground-truth questions 

ROUGE Score: Recall-based overlap 

Human Evaluation: Relevance, Grammar, Difficulty 

Discriminator Accuracy: Real vs Generated classification0 

 

 
 

FIG:7 
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3.Sample Output: 
 

 
 

FIG:8 

 

 
 

FIG:9 
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FIG:10 
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