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ABSTRACT: The objective of this paper has been the development of a prototype of robotic buggy and the 
implementation of a control strategy through gesture recognition (Leap Motion Sensor), by means the natural 
movement of the human hand. Leap Motion Controller is used to acquire data while changing the hand position. The 
novel user interface was developed, which shows the hand position to the user and combines the classical button GUI 
switchboard. It has also introduced as an educational complement in obligatory basic teachings. Final Year Project is an 
academic task that allows evaluating the skills and competences acquired by students along their university period. So 
students, during their development, can implement numerous theoretical bases of an entertaining and fun form. To 
develop and to control robotic elements locally or remotely, it has always proven to be a clear example of additional 
motivation on the students. The prototype developed has exceeded the initial expectations and at low cost. 
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I. INTRODUCTION 

The great advances achieved by robotics in recent years, have made it possible that this discipline of knowledge, 
has been considered a technology available only to large companies or research centres with million dollar budgets, to 
be practically available to everyone. The emergence of robotic applications has increased exponentially, so it is easy to 
see some of them in our daily lives. This series of advances have caused that the robotics it has, also introduced as an 
educational complement in obligatory basic teachings, [3]. So robotics provides an efficient approach in the 
development of assisted devices due to its high functionality and thus it allows increasing the quality of life. 

 
Figure 1.Leap Motion Controller 
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The paper focuses on new possibilities of gesture interfaces that emerged with a LMC sensor. The Leap motion is 
an innovative, 3D motion capturing device designed especially for hands and fingers tracking with precision up to 
0.01mm. The authors examined the data provided by the sensor in context of recognition of hand poses, hand 
movements and in task of finger recognition. 

II. RELATED WORK 

In recent years, many authors have published studies on the appearance and interaction with this technology. 
Thereby Ellaithy et al. [4] developed a study for the implementation of the Microsoft X-Box Kinect sensor intended for 
robotics applications. They describe the technology of RGB and infrared cameras, which incorporates the device 
together with its basic operating principle. In this case the sensor is used to observe the 3D perception of the human 
movements.  

While González-Jorge et al. [5] develop a comparative with respect to the precision offered by devices as Asus 
Xtion sensor and Microsoft Kinect for metrology applications in 3D environments.  

On the other hand, Regazzoni et al. [6] study the efficiency and limitations of various technologies of low cost, 
RGB cameras and RGB-D depth sensors, intended for gesture recognition and motion capture. The paper compares the 
performance of two commercial applications based on optical sensors as they are: Sony Playstation Eye and Microsoft 
Kinect. 

At the same time, Bassily et al. [7] propose a new adaptive control algorithm intended for a 6-DOF articulated arm. 
The user-machine communications interface is developed by the Leap Motion Controller device. Thus some features of 
other devices, intended for user-computer interaction through a strategy based on gesture control, are indicated; as for 
example: Nintendo Wii and Microsoft Kinect. Meanwhile, Vargas et al. [8] present a gesture recognition system based 
on the Leap Motion Sensor. This device is destined to a prototype for surgical manipulation. The paper describes the 
integration of the sensor on the platform, the different variables (roll, pitch and yaw) and implemented adjustments.  

Moreover, Ching-Hua et al. [9] together with Mohandes et  al. [10] and Elons et al. [11] use the 3D Leap Motion 
Controller sensor and gesture control methodology for recognition of sign language. They emphasize their easy 
programming due to the incorporation of APIs (Application Programming Interfaces), the Graphical User Interface 
(GUI) and the low cost of the device. Thereby it has been described the Leap Motion device and algorithms applied to 
the identification and processing of the signs: Markov model and neural networks. 

Finally Kobayashi et al. [12] proposed a control system of a robot arm based on gesture recognition. In the 
experiment have used an industrial robot and have analyzed the different trajectories followed during displacement of 
the robotic arm. While Lei et al. [13] study the similarity between the position of a human and its imitation, performed 
by a robot. The Microsoft Kinect commercial device is used for application development. The experimental results 
show a satisfactory imitation and a fast learning of robot used, Aldebaran Nao robot model (25 DOF), [14]. 

III. LEAP MOTION CONTROLLER 

Since the market launch of the Leap Motion device a wide variety of applications have been developed. The most 
popular are those that allow a computer control through the different hand movements. However, none of these 
applications has reached a high degree of popularity among the average user.  

The main objective in the development of the application has been to ensure that the actions of the robotic buggy 
should be similar to its real equivalent. But considering the influence that cause the movement performed on the 
system. Thus, it can be achieved by appropriate adjustment of the movements. The recognition of the different hand 
gestures is developed through the Leap Motion device and a peripheral equipped with infrared sensors (IR) that 
recognizes the movement of the forearm, hand and fingers simultaneously, see Figure 2.  

These variables are processed by the computer in order, its decomposition in simple and basic movements. Later 
this information is sent to the robotic buggy. The control is performed by an ATmega32 micro-controller, who receives 
the different commands from the computer, via serial communication, and transmits the information to each of the 
motors involved in the movement. The buggy prototype has been implemented on a chassis that has capacity of 
movement. Thus it can be handled by the user remotely through the wired communication system of the mobile robot.  
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Figure 2. Number of reference point in the hand, 3D rendering. 
Software analyzes 22 checkpoints in total. 

 
A. Comparison of gesture control devices 

At present there are different commercial options in the market to develop a control strategy based on gesture 
recognition, such as: Microsoft Kinect, Asus Xtion Sensor, WiiRemote, MYO Gesture Control or Leap Motion 
Controller. The latter device has been finally selected. Table I includes a brief comparison of the specifications among 
the different devices mentioned. 

Table I. Comparison of Devices and Systems used in Gesture Recognition. 

 
B. Leap Motion Sensor 

 

We have selected Leap Motion Sensor for our work, because its accuracy is superior to other commercial devices. 
Its small operating area does not cause a problem, since control is developed with the movement of hand. According to 
its manufacturer it can reach 200 frames per sec. through its infrared camera and accuracy up to 0.2mm. Its view field 
is 150o with 0.25 m3 interactive 3D space approximately, with the inverted pyramid shape centered on the device. 
Power supply together with the data transfer is done via the USB port.  
 The device consists of two monochrome cameras together with three infrared LEDs through which generates a 
3D dot pattern. Thereby it is able to get 200 frames per second of data. This information is sent to the computer, so that 
the software develops further analysis using different algorithms incorporated. The information processing may be 

http://www.ijircce.com


    
                  
                   ISSN(Online):  2320-9801 
      ISSN (Print):   2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijircce.com 

Vol. 5, Issue 4, April 2017 
          

Copyright to IJIRCCE                                                           DOI: 10.15680/IJIRCCE.2017. 0504255                                             7935       

    

performed by the SDK (Software Development Kit) that is downloaded from the web 
https://developer.leapmotion.com/. 

 This software allows transforming the signals sent by the Leap Motion sensor in data and intuitive vectors as 
fingers, hands, positions or gestures in order to facilitate the work of the programmer, see Table II. Thus, the SDK 
allows developing small applications APIs (Application Programming Interface) in a wide variety of programming 
languages such as C++, Java, Python, JavaScript… it being possible to download multiple application resources from 
the user community. 

Table II. Parameters obtained from the Leap Motion Software. 

Leap Motion software detects movement of the hand and fingers, see Figure 3; observing the positions in 3D. The 
software analyzes the movement, considering the previous frame and current frame. Thereby the movements of 
translation, rotation and scaling factors in each object are recognized. The software considers the following information 
and data as variables: number of hands and fingers, position of each hand and finger, hand angle and palm speed. 
Figure 3 shows the coordinate system used by the device. 

Figure 3. Axis system on the Leap Motion Sensor device and analysis of the hand palm and fingers displacement. It is 
also possible to appreciate the generated virtual sphere by hand curve. 

IV. SYSTEM ARCHITECTURE AND WORKING 

Today the free hardware market has become an expanding area. Thus there are different microcontrollers available 
that are of low cost and versatile and are being used in robotics, mechatronics, and many research areas. There is a wide 
range of free hardware cards for the construction of educational prototypes. The most important feature is the 
connectivity since they have a large number of output ports, allowing access to different types of peripherals. 

To develop the prototype we designed the PCB- because it is basic and simple to design. It is a type of open source 
hardware and free software, very versatile and accessible. The serial communication between the different platforms 
and data processing system (gesture recognition software) has been developed through processing language. It is an 
open source programming language and it has an integrated development environment. 

http://www.ijircce.com
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A Robotic Buggy is programmable, with similar functions of a vehicle/car. This type robotic buggy can be used to 
perform any type of application such as moving objects from one place to another etc. The robotic buggy contains 
wheels that are used to make movement when user gives some gesture. Wheels are connected to motors that are 
connected to programmable chip mounted on Buggy.   

Different functions corresponding to each meaningful hand gesture are written and stored for controlling the 
robotic Buggy. Whenever a gesture is matched with a meaningful gesture, the instruction set corresponding to that 
gesture is identified and passed to robot for execution. In this way the robotic system can be controlled by hand gesture 
using live 3D-camera.  

Leap SDK provides built-in classes representing real-world object seen by the controller. The basic data unit we 
get from Leap Motion is a Frame. Frame contains objects like Hands and Pointables (Fingers and Tools), described by 
features directly related real attributes. Hand is an object representing a regular human hand. It contains Fingers, and is 
described by three dimensional values, like: position of center of hand, normal vector and direction vector (pointing 
from the center to the end of fingers).  

Pointables are objects like Fingers or Tools (which are longer and thinner than Fingers). Both are described by the 
same set of features: position of tip, pointing direction vector, length and width. All positions are expressed in 
millimeters, relative to position of controller which is always located in the center of the 3D space.  

Manufacturer claims that the accuracy of device is about: 01mm. Experiments shown results better than 0:2mm, 
using an industrial robot moving an object in controller’s field of view. This is more than enough, as accuracy of 
positioning human hand is about 0:4mm.After gestures are sensed system assigns unique tasks to that gestures using 
LEAP SDK. When tasks are assigned user can then make use of these tasks to give commands to robotic buggy to 
make movement. So in this first machine would be ground station i.e. computer system connected to LEAP motion via 
USB, & second machine would be Robotic Buggy that would be performing various kinds of tasks given by user 
(human). 

Figure 4. System structure of the gesture controlled robotic buggy platform. 

V. RESULTS 

 The work we are doing here combined LMC with our customized gesture recognition, to translate sign 
language into activity or task that we want to perform on real time application. We have designed a button GUI 
switchboard for easy interaction between systems(i.e. interaction between LMC Device - Computer System and – 
Robotic Buggy). By means of gesture control it has attempted to promote user-prototype relationship. The initial 
objectives have been resolved satisfactorily. The prototype developed has exceeded the initial expectations and at low 
cost. It is able to recognize gestures with high accuracy and low latency. 
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Figure 5 shows the GUI for establishing 
connection between Robotic Buggy and 
Computer System via serial communication 
cable.  

We have to first install the drivers for VCP i.e. 
Virtual COM port. VCP drivers cause the 
USB device to appear as an additional COM 
port available to the PC.   

Application software can access the USB 
device in the same way as it would access a 
standard COM port.  So this port acts as USB 
to UART Bridge. 
 

Figure 5 

Figure 6 

After selecting communication Port 
No. & clicking the PROCEED button; 
Figure 6 will be the next generated 
GUI screen. 

On this screen we have 4 different 
buttons as, 

1. Buggy Test 
2. Leap Gesture test 
3. Buggy control 
4. Mouse control (i.e. Air 

mouse) 

These 4 buttons are nothing but the 
task that we are going to perform in 
our project/work.  

HELP button show the screen that 
contains details about our system, like 
how to use it, and what are the 
gestures to perform various activities 
etc. In short it’s a manual of our 
system. ABOUT button shows details 
about the system and the authors that 
have designed this system. 
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After clicking on 1st button i.e. Buggy 
Test in figure 6 this screen will be 
generated. It is a manual control test 
screen that would use keyboard for 
movement of robotic buggy. 

The figure 7 shows description about 
some keyboard keys that can be used 
according to their definitions. 

For example, to move robotic buggy 
forward press up arrow key on your 
keyboard etc. 

Back Button is used to jump to 
previous GUI screen i.e.  Figure 6 GUI 
screen would be displayed when back 
button is pressed. 
 

Figure7 

Figure 8 
 

Figure 8 GUI screen would be generated when 2nd button from Figure 6 is pressed i.e. after pressing Leap 
Gesture Test button Figure 8 screen would be generated. This screen will show whether LMC device is 
showing correct input or not, it will also show details about user’s hand in virtual way that can be seen as in 
Figure 2. 
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Figure 9 

Figure 9 Screen would be generated when Buggy Control Button is pressed in Figure 6.This screen is like a 
virtual simulator that would show working of system in virtual form i.e. after taking input from LMC 
device processing is done in computer system and then appropriate signals are sent via serial 
communication port to robotic buggy. If we give forward command through LMC device (hand gesture) the 
buggy will move forward etc. Figure 4 show detailed version of how this system works when gestures are 
passed through LMC device. 

Figure 10 

Figure 10 Screen will appear when Mouse 
Control button from figure 6 is pressed. It 
is an air mouse that can be used instead of 
Laser mouse.  

We can use gestures to open a file or close 
a file or to Scroll, Zoom in-out etc.  

Using air mouse we can perform all 
activities that a typical mouse performs 
but using gestures as input through LMC 
device. 
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VI. CONCLUSION AND FUTURE WORK 
 
The application of the Leap Motion Controller enabled us to develop a simple solution to the problem of a gesture 

control of the Robotic Buggy. By integrating the solutions, we have provided the platform that enables the control with 
gestures. An important benefit of the approach presented here is the development of an entire system (GUI, networking, 
hardware) with only one programming language. This reduces the development time significantly. Also it takes the 
challenge of combining both touch screen and motion detection technology to enhance human computer interaction by 
creating Leap sense, an application that has ability to turn any computer screen into gesture-assisted touch screen. This 
shows the possibility of communication between User (Human / users) and system efficiently with aid of technology. 
We believe the communication barriers of human can / will disappear in the future.     
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