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ABSTRACT: Classification is a data mining (machine learning) technique used to predict group membership for data 
instances. In this paper, we present the basic classification techniques. Several major kinds of classification method 
including support vector machine, K-MEANS techniques. The goal of this survey is to provide a comprehensive review 
of different classification techniques in data mining & analyse the performance of both. 
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I. INTRODUCTION 
 

There are several applications for machine learning (ML), the most significant is data mining. Data mining involves 
sophisticated data analysis tools for discovering historical unknown, right patterns and relationships on to the large data 
set. These tools  include statistical models, mathematical algorithm and machine learning methods. Frequently data 
mining consists of analysis and prediction. Classification technique applicable for processing a wider variety of data 
than regression. The actual data mining task is automatic analysis of large amount of data to extract historical unknown, 
gripping patterns such as groups of data records (cluster analysis), unusual records and dependencies. Data mining is 
the analysis step of the "knowledge discovery in databases" process, or KDD. 
 

II. OVERVIEW OF CLASSIFICATION & CLUSTERING 
 

Clustering & Classification are two different concept of machine learning. 
 
Classification is one of the data mining skills that classify unstructured data into the structured class and groups and it 
helps to user for knowledge and finding future plan. Classification provides perspective decision making. There are two 
phases in classification, first is learning process phase in which a large training data sets are contributed and analysis 
takes place then rules and designs are created. Then the implementation of second phase begins that is evaluation or  
test of data sets and logs the file accurately of a classification patterns. This section briefly describes the supervised 
classification methods such as Support Vector Machine (SVM). Clustering is the task of combining a set of objects in 
such a way that objects in the same group (called a cluster) are more alike to each other   than to those in other groups 
(clusters). It is a main task of exploratory data mining, and a common technique for statistical data analysis, used in 
many fields, including machine learning, pattern recognition, image analysis, information retrieval, bioinformatics, data 
compression, and computer graphics. 
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Table1. CLASSIFICATION VS CLUSTERING 
 

Criteria  Classification Clustering 
Knowledge of 
classes 

Yes No 

Scenario Classify new 
samples into known 
classes. 

Suggest groups 
based on patterns. 

Algorithms SVM K-MEANS 
Data needs Labelled data Unlabelled data 

 
Fig 1.Machine Learning Techniques 

 
IV. SUPPORT VECTOR MACHINE 

 
Support Vector Machine (SVM) states as it is a discriminative classifier which is formally defined by a separating 
hyper plane. We can say that the given labeled training data (supervised learning). 
SVM is a fast and dependable classification algorithm which  performs best with a small and limited amount of data. 
The idea behind the SVM algorithm is simple to study and depict, and applying it to its natural language classification 
which doesn’t get most of the complex stuff. And that’s the basics of Support Vector Machines. A SVM allows us to 
classify data that is actually linearly separable. If  its not then we can use the kernel view of point to make it work. 
In machine learning and statistics, classification is the problem of identifying to which of a set of categories (sub-
populations) a new observation belongs, on the basis of a training set of data containing observations (or instances) 
whose category membership is known. Examples are assigning a given email to the "spam" or "non-spam" class, and 
assigning a diagnosis to a given patient based on observed characteristics of the patient (gender, blood pressure, 
presence or absence of certain symptoms, etc.). Classification is an example of pattern recognition. 
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Fig 2.SVM Classification 
 

V. K-MEANS 
 
K-means clustering is known for unsupervised learning, which has been used when there  is unlabelled data. Main 
motive of this algorithm just to find groups in the data, with the finding out the number of groups which is represented 
by the variable K. This algorithm just works step by step iteratively to give each data point one of K groups which is 
based on the features so to provide it. The centroids for this K clusters, which is used to label new data. Labels for this 
training data (each data point is assigned to a single cluster). 
This algorithm, summarized as follows. 
1. Initialization: The first thing k-means does, is randomly choose K examples (data points) from the dataset as initial 
centroids and that’s simply because it does not know yet where the center of each cluster is. 
2. Cluster Assignment: Then, all the data points that are the closest (similar) to a centroid will create a cluster. If we’re 
using the Euclidean distance between data points and every centroid, a straight line is drawn between two centroids, 
then a perpendicular bisector (boundary line) divides this line into two clusters. 
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Fig 3. K-MEANS Clustering 

 
3. Then, all the data points that are the closest (similar) to a centroid will create a cluster. If we’re using the Euclidean 
distance between data points and every centroid, a straight line is drawn between two centroids, then a perpendicular 
bisector (boundary line) divides this line into two clusters. 
4. Move the centroid. 
5. Now, we have new clusters, that need centers. A centroid’s new value is going to be the mean of all the examples in 
a cluster. 
 
 

Advantages Ability to learn 
dimensionality of 
the feature space. 

Easy to implement  
 With a large number of 
variables, K-Means may be  
faster than hierarchical 
clustering (if K is small).   
k-Means may produce Higher 
clusters than hierarchical 
clustering  

Disadvantages 1)Kernel 
selection 
2)Parameter 
tuning 

1)Difficult to predict K-Value. 
2)With global cluster, it didn't 
work well. 
3) Different initial partitions 
can result in different final 
clusters. 
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Applications 1) Face detection 
2) Text and 
hypertext 
categorization 
3) Classification 
of images. 

1)K-means clustering is rather 
easy to implement and apply 
even on large data sets, 
particularly when using 
heuristics such as  Lloyd's 
algorithm . 
2)It has been successfully used 
in various topics, 
including market 
segmentation, computer vision, 
astronomy and agriculture.  
 

 
Table2. : Advantages & limitations of SVM &K-Means 

 
VI. CONCLUSION 

 
For this work, data mining procedure was used to extract patterns which can be profitable in predicting success and 
failure. The data mining techniques were applied to a work done. The data went through the cleaning and combining 
processes .Data mining deals with searching trends and patterns in a given data. Data mining approach is valuable since 
it can be easier to identify the hidden designs and relationships among various variables. These relationships can in turn 
help in recognizing sequence of events, classification, clustering, and predicting future events. Data mining techniques 
could be used in countless scenarios. 
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