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ABSTRACT: This paper proposes the Pre-processing of heart disease patients data with Fuzzy Interface 
system(PD_FIS), which gives processed data of patients in prediction of diseases. PD_FIS contains two parts in 
processing of data. First, generation of fuzzy membership function. Then, generation of rule base from decision tree 
induction. The fuzzy membership function is generated from the medical guidelines and the generated rules will be 
under consideration of medical experts. The main section in Pre-processing of health care data is pre-processing unit 
which contains generation of fuzzy membership function and rule base generation. Rules from the rule base represents 
the possibility of occurrence of disease, which will be helpful in disease prediction. Finally the data will be ready to 
apply prediction models to know the risk factor of disease. 
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I. INTRODUCTION 
 
Nowadays, in non-infective diseases heart disease is marking more  lethality rate. Many people in all over the world 

are suffering from the heart disease. Because of no prior knowledge in predicting the disease, many people are getting 
effected by heart disease. If we have a proper prediction model to identify the risk, we can reduce the fatality rate of 
heart diseases. There are many prediction models[11] are available in Data mining. Before predicting the disease we 
should prepare patients data for prediction. This preparation will be done by the preprocessing of data. To solve 
complex problems the combination of artificial intelligence and data mining techniques is giving good results in 
prediction of diseases[1]. Like human experts, in machines expert systems will take decisions. These expert systems 
along with data mining techniques solves specialized and complex problems[2]. Same way, the combination of data 
mining and artificial intelligence is giving good results in predicting the heart disease. In prediction of disease the 
foremost thing that should be done is collection of patients records. In [11] authors collected data in the format of 
CDSS[12] and the data was from PHR data set[13]. But here we have taken into consideration of data set from patients 
of different hospitals. We considered heart disease patients from different hospitals and chosen  the features which will 
be helpful in prediction of disease from the data and constructed data set. Instead of directly going to prediction 
models, if preparation of collected data for prediction of disease will ease the prediction process. So in here we are 
mainly concentrating on preparation of data. 

 
II. RELATED WORK 

 
In [1] the importance of Data mining techniques and Artificial Intelligence is clearly explained. Only Artificial 

intelligence or data mining techniques can solve problems up to some extent. If we combine the both, we can break 
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complex problems in computer field. Expert systems will do decision making like a human expert. They can solve 
complex problems by its knowledge. Expert systems using data mining techniques to solve specialized problems[2]. By 
symptoms, prediction of disease is not accurate, it can be correctly predicted or wrongly predicted. Symptoms and 
result both are connected to characteristics of uncertainty[8,9]. In prevention of disease by depending on patient's 
records is enhanced by combining artificial intelligence and data mining techniques[3]. Development has  been made in 
decision making by combining the data mining and artificial intelligence methods[4] gives the prediction model in 
heart disease prediction using the parameter risk. Based on the risk factor the intensity of disease will be known, in that 
way we can predict the disease. Different types of probability algorithms are there to find the risk factor of heart 
disease, those also will helpful in predicting disease[5]. 

 
III. PROPOSED METHODOLOGY 

 
We named the heart disease data preprocessing model as PD_FIS (Preprocessing data  with Fuzzy Interface System). 
The PD_FIS system architecture mainly contains three parts as generation of fuzzy membership function, and design of 
ruleset. 
A. Dataset: 

We come up with the data on 300 persons from a single hospital in Visakhapatnam. The 300 people are suffering 
from heart disease. We predicted the risk of occurrence of heart disease on these 300 people. To predict the heart 
disease on these 300 persons we considered seven attributes, to wit gender, age, HDL cholesterol, total cholesterol, 
diabetes, Systolic blood pressure, and smoking. And two other attributes as input attributes, those are CHD risk, CHD 
event. We obtained results based on the heart study of FRS[4]. From the medical guidelines of FRS study[4], we have 
taken the attributes values as shown in Table 1[11]. The values in Table 1 represents the features of our data set. 

 
Table.1. Dataset features 

 
S.No Attributes Measure Range Type 

1 Sex [1:Male,2:Female] 26-80 Categorical 

2 Age Year 1,2 Numerical 

3 Cholesterol mg/dL 104-357 Numerical 

4 HDL cholesterol  
mg/dL 

 
25-91 

 
Numerical 

5 Systolic blood 
pressure 

 
mg/dL 

 
56-154 

 
Numerical 

6 Diabetes  
[0:No,1:Yes] 

 
0,1 

 
Categorical 

7 Smoking  
[0:No,1:Yes] 

 
0,1 

 
Numeric 

8 CHD event Very low, Low, 
Moderate, High 
 

 
VL,LM,H 

 
Categorical 

 
 

B. Tools: 
In this pre-processing data of predicting heart disease risk we used classification and prediction models to generate 

decision tree in pre-processing unit (Fig. 1) [10]. To generate decision tree from the data set we preferred WEKA. 
Because of WEKA contains all machine learning algorithms at one place, it is easy to access the algorithms whenever 
people want. PD_FIS contains pre-processing of data and decision tree generation. WEKA has these pre-processing 
and classification techniques at one place. WEKA also has association rules, regression, clustering, visualization. And 
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also there is no difficulty in accessing the data in WEKA. The algorithms can be straightly exerted to a data set. Here 
we applied our patients records data set directly  to WEKA and performed classification. 

 
C. Architecture: 

The architecture of PD_FIS is shown in fig.1. The pre-processing model is generated based on the training set(refer 
to Sect.3). The performance model is developed  through testing sets(refer to Sect.3). The main section in the 
architecture is Pre-processing section. In the construction of Pre-processing section fuzzy rule base and fuzzy 
membership function plays a vital role. Fuzzy rule base construct rules using c 4.5 and Random forest algorithms. 
These algorithms generates decision tree from training set.  

 
Fig.1. PD_FIS Architecture 

 
After construction of decision tree rule verification is done by the medical experts on the rules generated from the 

algorithms on the training set. The medical experts can do modification of generated rules from  decision tree[6]. As 
from [4] by following medical guidelines from medical experts in fuzzy membership function, binary logic from is 
changed into multi-valued logic. On the training data the fuzzy membership function is revised. The Pre-processing 
section is using the fuzzy interface to pre-process the data that is useful to predict the risk of heart disease. Based on the 
risk prediction of heart disease recommendations in favor of diet control, living nature, drugs will be given. 

 
D. Fuzzy Membership function: 

Here the fuzzy membership function simply assigns the extremities to the attributes of data set. To construct the 
fuzzy membership function, we followed the medical guidelines in FRS study [4]. We considered the fuzzy set from 
attributes age, HDL cholesterol, total cholesterol and systolic blood pressure. Now based on the medical guidelines 
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triangular fuzzy membership function is generated[12]. The fuzzy membership function's model is given in Fig.2. 

 
Fig.2. Design of fuzzy membership function 

 
We considered fuzzy parameters as viewed in Table 2, the fuzzy parameters includes four input variables age, total 

cholesterol, HDL cholesterol, Systolic blood pressure and one output variable CHD risk. The output variable µH gives 
the heart disease risk value. 

 
Table.2. Fuzzy membership function model 

 
Input parameters Initial variables Partitioned variables 

µP(input) Age Young, Less mid- aged, 
Mid-  aged, Very mid-aged, 
Very less old, Less  old, 
Old 

µQ(input) Total cholesterol Very low, Low, Moderate,  
High, Very high 

 
µR(input) 

 
HDL cholesterol 

 
Very low, Low, Moderate,  
High, Very high 

µS(input) Systolic blood pressure Very low, Low, Moderate,  
High, Very high 

 
µH(output) 

 
CHD risk 

 
Very low, Low, 
Moderate,High 

 
Fig.2 illustrates that to construct fuzzy function the medical guidelines from FRS study are taken into consideration. 
The triangular fuzzy membership function is constructed from the guidelines. Before generating the triangular fuzzy 
function, we need to change the data in the guidelines[7,12]. To change the guidelines required formula is mentioned in 
Eq.(1). 
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min(preceptij)  + max(preceptij) 
Mid = 

2 
Left = min(preceptij) −	(Mid	−	min(preceptij)) 

Right = max(preceptij) + (max(preceptij) −		Mid) 

(1) 

 
Eq.(1) denotes the change in data of precepts. min(݁ܿݎ݁݌ ݐ݅݌  ݆) denotes smallest value in original precept and max(݁ܿ݁ݎ݌ ݐ݅݌  ݆) denotes  
largest  value  in  originalprecept. 

௫ߤ =

⎩
⎪
⎨

⎪
⎧

ݔ)																			0 ≤ (ݐ݂݁ܮ
௫ି௅௘௙௧

ெ௜ௗି௅௘௙௧
ݐ݂݁ܮ) ≤ ݔ ≤ (݀݅ܯ

ோ௜௚௛௧ି௫
ோ௜௚௛௧ିெ௜ௗ

݀݅ܯ) ≤ ݔ ≤ ܴ݅݃ℎݐ)
ݔ)																				0 ≥ ܴ݅݃ℎݐ)

(2) 

 
Eq.(2) represents the triangular fuzzy function. Now to change the position  function  of the fuzzy function. From this the training sets data is 
adjusted. 
 
The pseudo code that performs change of position function is as follows 

program position function (݅ܮ݁ݔ)ߤ ܯ݅ݔ)ߤ݅ ,(′ݐ݂  ((′ݐ�ܴ݃݅ݔ)݅ߤ ,(݀′
{Consider old position function values}; 

 
var n; begin 
݀݅ܯݔ)ߤ ߤ-Avg(training sets betweenLeft&Right-(xMid)ߤ݅ =(′ (݅xMid)/2); 

ܮ݁ݔ)ߤ ߤ݅ =(′ݐ݂ (xLeft)-Avg(training sets betweenLeft&Mid-݅ߤ(xLeft)/2); 

ݔܴ)ߤ ݅݃  ;(2/(xLeft)݅ߤ-training sets betweenMid&Right)Avg-(xRight)ߤ݅ =(′ݐ�
end. 

 
E. Decision tree rule generation: 

To generate rules from decision tree there should be design of rule base. In designing of rule base the training data set 
is considered. On the training set transformation should be done by transforming categorical form to continuous form. 
Now decision tree algorithm should be applied on the training set to generate rules. We consider c 4.5 algorithm[14] 
and random forest algorithm in WEKA to  generate decision tree. The rule generated from the decision tree will give 
the prediction of heart disease of patients. 

 
IV. SIMULATION RESULTS 

 
The experimental results which we considered results that c 4.5 algorithm is giving 54 % of accuracy and random 

forest is giving 98% accuracy. For generation of rules from decision tree, we focused on c 4.5 decision tree algorithm. 
The resultant tree from c 4.5 algorithm is as shown below. 
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Fig.3. Classified data 

 
After generating the decision tree we got the results for heart disease prediction. After generating fuzzy membership 

function we got range values for all the attributes in the heart disease patients data. Those range values are different 
from the attribute. We got the range values for attributes are as Very low, Low, Moderate, High, Very High. Those 
were given acronyms as VL,L,M,H,VH. After generation of decision tree rules we got results as particular range of 
attributes are giving particular risk level. For example A male who is less mid aged who is not having diabetes and 
don't smoke having BP low, Cholesterol as medium, HDL cholesterol is high will have risk of heart disease is Very 
high. The final result obtained from PD_FIS system is as shown in Table.3. 
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Table.3. Risk prediction of heart disease 
 

Age Gender 
Total 

Cholesterol 
HDL 

cholesterol BP Diabetes Smoking CHD Eent 
Less mid 

age Male M VH L NO NO Very High 
Less mid 

age Female L VH L NO NO Very Low 
Mid age Female M VH L NO NO Very Low 
Less mid 

age Male M VH M YES NO Low 
Mid age Male M VH M YES NO Low 

Very mid 
age Male M VH M NO YES Low 

Less mid 
age Female M VH H YES NO Moderate 

Very mid 
age Male H VH VH YES NO Moderate 
Old Female VH L VH NO NO Very High 

Very less 
old Male H H VH YES YES High 

 
V. CONCLUSION AND FUTURE WORK 

 
PD_FIS is developed for purpose of processing of data before going for prediction in health relates researches. 

Disease prediction very useful in identifying the risk for a patient. Many prediction algorithms are available for 
prediction of disease. Before going for prediction of disease, if we go for preprocessing of patients data it will be 
helpful in ease the prediction method. For that purpose the PD_FIS was developed. We designed data set based on the 
medical guidelines of medical expert. We performed fuzzy membership function on that data set and got position 
function values. From the position function value we changed the fuzzy membership function from that new training 
set was formed. By applying c 4.5 algorithm on that training  set we got the result of rules from that decision tree. 
These rules will be helpful in prediction of heart disease. In future work, we will predict the risk factor of heart disease 
to accurately give the predictions. That will assist in recommending the patients in their diet, habits,  exercise living 
nature. 
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