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ABSTRACT    Multi-task learning (MTL) is an approach to machine learning that learns a problem together with other 

related problems at the same time, using a shared representation. This often leads to a better model for the main task, 

because it allows the learner to use the commonality among the tasks. The  major requirement of online applications,is 

to acheive a highly efficient and scalable problem that can give sudden assumption with low learning cost. This 

requirement leaves conventional batch learning algorithms out of consideration. Then, novel organization methods, be 

it group or online, often encounter a dilemma when applied to a group of process, i.e., on one hand, a single 

classification model trained on the entire collection of data from all tasks may fail to capture characteristics of 

individual task; on the other hand, a model trained separately on individual tasks may suffer from insufficient training 

data. To rectify this problem in this paper, we propose a Edification training for participating in various activities 

through online, from this we can geographical model over the entire data of all process. 
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I. INTRODUCTION 

 

       Classical machine learning methods are often formulated as a single task learning  problem, which by definition 

learns one task at a time. On the contrary, multitask learning aims to solve multiple related learning tasks in parallel. 

Many real-world problems are essentially multitask learning, although they are often broken into smaller single 

learning tasks, which are then solved individually by classical learning methods.Multitask learning has been 

extensively studied in machine learning and data mining over the past decade. Empirical findings have demonstrated 

the advantages of multitask learning over single task learning across a variety of application 3domains.The classical 

multitask learning methodology often makes two assumptions. First, it assumes there is one primary task and other 

related tasks are simply secondary ones whose training data are exploited by multitask learning to improve the primary 

task. Thus, the classical multitask learning approach focuses on learning the primary task without caring how the other 

tasks are learned. Second, the classical multitask learning problem is often studied in a batch education setting, which 

assumes that the preparation data of all tasks are available. On one hand, this assumption is not realistic for many real-

world problems where data arrives sequentially. On the other hand, the batch multitasks learning algorithms usually 

have fairly intensive training cost and poor scalability performance, as far as large real applications is concerned. 

 

collaborative online multitask learning (COML) 

              Our objective is to improve the learning performance of all tasks instead of focusing on a single main task. 

Second, we structure the multitask learning problem in an online learning setting by assuming that the data for each 

task arrives in sequence, which is a more reasonable scenario for real-world application. Unlike group learning 

technique, online learn methods learn over a progression of data by processing each sample ahead arrival. At each 

encircling, the learner first receives one instance, makes a calculation, and receives the true label. 

 

               The error information is then used to update the learning model. Propose a novel collaborative online 

multitask learning (COML) technique to attack the aforementioned challenges. The basic idea is to first build a generic 

global model from large amount of data gathered from all user, and then consequently leverage the global model to 

https://en.wikipedia.org/wiki/Machine_learning
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build the personalized classification models for individual users through a collaborative learn process. We plan this 

idea into an optimization problem under an online learn setting, and propose two dissimilar COML algorithms by 

exploring different kinds of online learning methodologies. 

       Statistical machine translation systems             

                 Statistical machine translation systems are usually trained on large amounts of bilingual text and 

monolingual text in the target language. In this paper we explore the use of transductive semi-supervised methods for 

the effective use of monolingual data from the source language in order to improve conversion quality. We intend 

several algorithms with the intend, and at hand the strengths and weakness of every one. We present detailed 

experimental evaluations on the French–English Europol data set and on data from the NIST Chinese–English large 

data way. We confirm a significant progress in translation quality on both tasks.   

 

         Stochastic Neighbor Embedding 

               Stochastic Neighbor Embedding  visualizes high-dimensional data by giving each data point a location in a 

two or three-dimension map. The technique is a variation of Stochastic Neighbor Embedding that is much easy to 

optimize, and produce significantly better visualizations by reducing the tendency to crowd points together in the 

midpoint of the map. t-SNE is better than presented techniques at creating a single map that reveals structure at many 

special scales. This is particularly important for high-dimension data that lie on several dissimilar, but linked, low-

dimensional manifolds, such as images of objects from several classes seen from several viewpoints. For visualizing 

the structure of             

very outsized data sets, we show how t-SNE can use accidental walks on neighborhood graphs to allow the implicit 

structure of all of the data to influence the way in which a subset of the data be displayed. We demonstrate the 

performance of t-SNE on a wide variety of data sets and compare it with many other non-parametric visualization 

techniques, including Isomap, Samsmon mapping, and Locally Linear Embedding. The visualization produced by t-

SNE are significantly better than those produced by the other techniques on almost all of the data sets 

 

      Online multitask learning and COML 

               We investigate the problem of online multitask learn, which differs from the classical multitask learn in two 

aspects. For most, our objective is to improve the learning performance of all tasks instead of focusing on a single main 

task. Second, we structure the multitask learning problem in an online learning setting by assuming that the data for 

each task arrives in sequence, which is a more reasonable scenario for real-world application. Unlike group learning 

technique, online learn methods learn over a progression of data by processing each sample ahead arrival. At each 

encircling, the learner first receives one instance, makes a calculation, and receives the true label. The error information 

is then used to update the learning model. Propose a novel collaborative online multitask learning (COML) technique to 

attack the aforementioned challenges. The basic idea is to first build a generic global model from large amount of data 

gathered from all user, and then consequently leverage the global model to build the personalized classification models 

for individual users through a collaborative learn process. We plan this idea into an optimization problem under an 

online learn setting, and propose two dissimilar COML algorithms by exploring different kinds of online learning 

methodologies. 

 

II. CONCLUSION 

 

       We made a detailed study of collaborative online multitask learning method that is able to take advantage of 

individual and global models to achieve an overall improvement in classification performance for jointly learning 

multiple correlated tasks. We showed that it is able to outperform both the global and personal models by coherently 

integrating them in a unified collaborative learning framework. The experimental results demonstrate that COMLr 

algorithms are both effective and efficient for three real-life applications, including online spam email filtering, MHC-I 

binding prediction, and micro-blog sentiment detection task. Although the collaborative online multitask learning 

algorithm was firstly designed to solve the UGC classification problem, it has potential applications outside of the 

domains studied here. We hope to be able to extend our experiments to a more substantial size dataset and also to more 

applications. Our methods assume uniform relations across tasks. However, it is more reasonable to take into account 

the degree of relatedness among tasks. In conclusion, our collaborative online multitask learning method is a significant 

first step towards a more effective online multitask classification approach.  
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