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ABSTRACT: This Work Proposes for Social network analysis is used to extract features of human communities and 
proves to be very instrumental in a variety of scientific domains. The dataset of a social network is often so large that a 
cloud data analysis service, in which the computation is performed on a parallel platform in the cloud, becomes a good 
choice for researchers not experienced in parallel programming. In the cloud, a primary challenge to efficient data 
analysis is the computation and communication skew (i.e., load imbalance) among computers caused by humanity’s 
group behavior in  Traditional load balancing techniques either require significint effort to re-balance loads on the 
nodes, or cannot well cope with stragglers. A general straggler-aware execution approach SAE to support the analysis 
service in the cloud. It offers a novel computational decomposition method that factors straggling feature extraction 
processes into more fine-grained sub-processes, which are then distributed over clusters of computers for parallel 
execution.  
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I. INTRODUCTION 
 
S OCIAL network analysis is used to extract features, such as neighbors and ranking scores, from social network 

datasets, which help understand human societies. With the emergence and rapid development of social applications and 
models, such as disease modeling, marketing, recommender systems, search engines and propagation of influence in 
social network, social network analysis is becoming an increasingly important service in the cloud. For example, k-NN 
is employed in proximity search, statistical classification, recommendation systems, internet marketing and so on. 
Another example is k-means which is widely used in market segmentation, decision support and so on. Other 
algorithms include connected component, Katz metric adsorption, Page Rank SSSP and so on. These algorithms often 
need to repeat the same process round by round until the computing satisfies a convergence or stopping condition. In 
order to accelerate the execution, the data objects are distributed over clusters to achieve parallelism. Work analysis, 
namely feature extraction process (FEP), suffers from serious computational and communication skew in the cloud. 
Specifically, some FEPs need much more computation and communication in each iteration than others. Take the 
widely used data set of Twitter web graph as an example, less than one percent of the vertices are adjacent to nearly 
half of all edges. It means that tasks hosting this small fraction of vertices may require many times more computation 
and communication than average task does. Data analysis is the process of inspecting data in order to extract useful 
information. Decision makers commonly use this information to drive their choices. The quality of the information 
extracted by this process greatly benefits from the availability of extensive data sets 

According to the graph of FEPs may be known at execution time and changes dynamically. It is not only makes it 
hard to evaluate each task’s load, but also leaves some computers underutilized after the convergence of most features 
in early iterations. In the Page Rank algorithm running on a Twitter web graph, for example, the majority of the vertices 
require only a single update to get their ranking scores, while about 20% of the vertices require more than 10 updates to 
converge. This implies that many computers may become idle in a few iterations, while others are left as stragglers 
burdened with heavy workloads. Current load balancing solutions try to mitigate load skew either at task level or at 
worker level. At the task level, these solutions partition the data set according to profiled load cost, or use Power-Graph 
for static graph, which partitions edges of each vertex to get balance among tasks. The former method is quite 
expensive, as it has to periodically profile load cost of each data object. 
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II. LITERATURE SURVEY 
 
Marcos D et al [1] this paper discusses approaches and environments for carrying out analytics on Clouds for Big 

Data applications. It revolves around four important areas of analytics and Big Data, namely (i) data management and 
supporting architectures; (ii) model development and scoring; (iii) visualization and user interaction; and (iv) business 
models. Through a detailed survey, it identifies possible gaps in technology and provides recommendations for the 
research community on future directions on Cloud-supported Big Data computing and analytics solutions. 

Raghavendra Kune et al [2] described for Advances in information technology and its widespread growth in 
several areas of business; engineering, medical, and scientific studies are resulting in information/data explosion. 
Knowledge discovery and decision-making from such rapidly growing voluminous data are a challenging task in terms 
of data organization and processing, which is an emerging trend known as big data computing, a new paradigm that 
combines large-scale compute, new data-intensive techniques, and mathematical models to build data analytics. Big 
data computing demands a huge storage and computing for data duration and processing that could be delivered from 
on-premise or clouds infrastructures. the evolution of big data computing, differences between traditional data 
warehousing and big data, taxonomy of big data computing and underpinning technologies, integrated platform of big 
data and clouds known as big data clouds, layered architecture and components of big data cloud, and finally open-
technical challenges and future directions. 

Yu Zhang et al [3] proposes for Method Social network analysis is used to extract features of human communities 
and proves to be very instrumental in a variety of scientific domains. The dataset of a social network is often so large 
that a cloud data analysis service, in which the computation is performed on a parallel platform it could, becomes a 
good choice for researchers not experienced in parallel programming. In the cloud, a primary challenge to efficient data 
analysis is the computation and communication skew (i.e., load imbalance) among computers caused by humanity’s 
group behavior (e.g., bandwagon effect). Traditional load balancing techniques either require significant effort to re-
balance loads on the nodes, or cannot well cope with stragglers. & also proposes general straggler-aware execution 
approach, SAE, to support the analysis service in the cloud. It offers a novel computational decomposition method that 
factors straggling feature extraction processes into more fine-grained sub-processes, which are then distributed over 
clusters of computers for parallel execution. 

In different kind of scientific domains are used to social networks for separating to extract features of human 
communities. And also analysis services are often so large cloud of social network. 

Archana G et al [4] this paper proposes for a social cloud is a resource and service sharing framework utilizing 
relationships established between members of a social network. Social networks are used to represent actual world 
relationships that allow users to share information and form connections between one another creating dynamic virtual 
organizations. So to enable social sharing a social cloud requires access to user’s social networks. Two-sided accepted 
matching is followed here. In order to gain access to the social network two factor based authentication is followed. 
The consumer's likings for each possible friend are then calculated by regaining preferences stored in the database. This 
information is then aggregated and sent to the matching service to determine an appropriate match. The main advantage 
is that social networks can be used in the implementation of cloud computing infrastructures and the resources can be 
allocated in the presence of user sharing preferences. 

 
III. PROPOSED SYSTEM 

 
In this proposed system to register & login the data owners & migrate data from one to another cloud, & then it 

will check on which cloud the data has stored the virtual master has verify your data & find cloud efficiency based on 
the no attackers. The VM update the rank based while request are going to users, with down load the file. Finally 
receive file information & view all data owners & end users. 
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Figure 1: Architecture of Proposed System

a) Data Owner 
The Data owner collecting the information proprietor Registers, Login the proprietor by enrolled subtle elements, 

asking for the assets in cloud like Virtual Machine (VM), Memory, Threshold, and transfers their information in the 
specific cloud server. For the security reason the Trust director encodes the information document and after that store in 
the Cloud Server. 

b)  Cloud Server 
The Data Server sends a solicitation to Virtual Master to give administrations by appointing the assignment for 

any one cloud like Cs1, CS2, and CS3. The cloud administration supplier deals with different mists to give information 
stockpiling administration by means of Virtual Master. To get to the common information documents, information 
buyers download scrambled information records of their enthusiasm from the predetermined cloud and afterward 
decode them and The Cloud server can assault the documents in the cloud Server. 

c)  Data Integrity 
Information Integrity is critical in database operations specifically and Data warehousing and Business insight 

when all is said in done. Since Data Integrity guaranteed that information is of high caliber, right, predictable and 
available. 

d)  Virtual Master 
The Virtual Master Will Schedule the cloud in view of the quantity of employments what's more, View all 

exchanges (Upload and downloads), View all Cloud Plans.  
e) Data Consumer (End User) 

In this module, the client needs to get Registered to Trust Manager to get to the Cloud administrations and need to 
Authenticate the client by Logging in by giving the User Name and auto Generated Password by Virtual Master then 
the Data Consumer can get to the information record with the scrambled key, so if User get to the document by wrong 
Key then the client will consider as malignant clients and obstructed the User. 

f) Cloud Computing  
Cloud computing is Internet based computing where virtual shared servers provide software, infrastructure, 

platform, devices and other resources and hosting to customers on a pay-as-you-use basis. All information that a 
digitized system has to offer is provided as a service in the cloud computing model. Users can access these services 
available on the "Internet cloud" without having any previous know-how on managing the resources involved. Thus, 
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users can concentrate more on their core business processes rather than spending time and gaining knowledge on resources 
needed to manage their business processes 

Types of clouds 
There are different types of clouds that you can subscribe to depending on your needs. As a home user or small business 

owner, you will most likely use public cloud services. 
1. Public Cloud - A public cloud can be accessed by any subscriber with an internet connection and access to the cloud 

space. 
2. Private Cloud - A private cloud is established for a specific group or organization and limits access to just that group. 
3. Community Cloud - A community cloud is shared among two or more organizations that have similar cloud 

requirements. 
4. Hybrid Cloud - A hybrid cloud is essentially a combination of at least two clouds, where the Clouds included are a 

mixture of public, private, or community. 
 

IV. RESULT 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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(g) 

 
(h) 

 
(i) 

Fig 2: (a) Jelastic Cloud Service Login form; (b) Jelastic Cloud database login form; (c) Homepage; (d) Owner 
Registration Page; (e) Owner Profile Page; (f) Viewing Profile and Sending request; (g) Owner all files; (h) Virtual 

Master Login Page; (i) All File Attacked on Cloud1. 

 
Fig 3: Degree Distribution of the twitter graph 

 
Fig 4: Update counts distribution for page Rank 
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V. CONCLUSION 
 
 For interpersonal organization examination, the union of straggling FEP may need to encounter critical quantities of 
emphases furthermore needs a lot of calculation and correspondence in every cycle, prompting genuine burden 
lopsidedness. Be that as it may, for this issue, current arrangements either require noteworthy overhead, or cannot 
misuse underutilized PCs when some components united in early cycles, or perform inadequately due to the high load 
lopsidedness among starting errands. And also distinguishes that the most computational piece of straggling FEP is 
decomposable. In view of this perception, it proposes a general way to deal with element straggling FEP into a few sub-
forms alongside a strategy to adaptively convey these sub-forms over specialists keeping in mind the end goal to 
quicken its joining. Later, this paper likewise gives a programming model alongside a productive runtime to bolster this 
methodology. Trial results demonstrate that it can enormously enhance the execution of informal organization 
investigation against cutting edge approaches. the expert in our methodology may turn into a bottleneck. In future 
work, we will concentrate how to utilize our methodology progressively to decrease the memory overhead and assess 
its execution pick up. 
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