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ABSTRACT: When a blood vessel in the brain is ruptured, it can cause an intracranial haemorrhage, which causes 

severe brain damage or even death. To lessen the severity of brain injury and other problems, an accurate diagnosis of 

intracranial haemorrhage is crucial. Rapid diagnosis based on a radiologist's examination of CT images is essential for 

cerebral haemorrhage treatment, as it lowers patient mortality. In this study, we investigate the cerebral haemorrhage 

detection issue and create a deep learning model to speed up haemorrhage detection. Deep Learning is frequently 

employed in medical image interpretation and has made promising progress in the diagnosis of brain haemorrhage. By 

speeding up the time it takes to find them, a deep learning model can aid in this process. We have used ResNet50 pre-

trained CNN model and also present a traditional CNN model of  architecture for the detection and categorical 

classification of intracranial brain haemorrhage on CT scans. For classification, we created a convolutional neural 

network based on Sequential, and for predicting the kind of bleeding, we trained and tested a Sequential-based model. 

Our model has a 93% accuracy in the precise multiclass prediction. 
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I. INTRODUCTION 

 

Intracranial haemorrhage (ICH) can be brought on by trauma, stroke, aneurysm, vascular malformations, high blood 

pressure, illegal drugs, and irregular blood coagulation. Shape, position, and size are used to distinguish various ICH 

types. In order to reduce patient mortality, early identification of ICH is essential, especially within 24 hours. A head 

computed tomography (CT) scan is used to diagnose a patient, and the results of the CT are interpreted by a radiologist. 

To create 3D cross-sectional images of the body's blood, bone, and soft tissue, CT scans combine a series of X-ray 

images taken from various angles. The application of ML models like neural networks for medical image processing 

has been broadened thanks to developments in machine learning for image recognition. 

Deep learning systems mine large datasets for significant patterns and traits without explicit instructions. They can 

therefore receive comprehensive training. utilising machine learning to deduce and carry out challenging cognitive 

tasks, such CT scan analysis, which is typically carried out by a radiologist. To identify and categorise several forms of 

ICH on unenhanced CT scans, we employed a deep convolutional neural network in this study. Rapid ICH diagnosis 

and distinction from other strokes and brain illnesses can speed up effective treatment and lower mortality and long-

term brain damage. we propose using neural networks to identify and categorise the condition based on the CT scan. 

The time-distributed convolutional network is implemented in the model architecture. If there is enough data, we 

suggest observing accuracy exceeding 91% from such an architecture. We suggest additional modifications to our 

strategy that involve the implementation of federated learning. This would enable the pooling of learnt parameters 

without impinging on the data's intrinsic privacy. 

II. RELATED WORK 

 

In [1] authors developed a deep learning strategy that imitates the radiologists' interpretation process and incorporates a 

2D CNN model and two sequence models. Their deep learning algorithm can accurately classify the acute ICH and its 

five subtypes with AUCs of 0.988 (ICH), 0.984 (EDH), 0.992 (IPH), 0.996 (IVH), 0.985 (SAH), and 0.983 (SDH), 

respectively, reaching the accuracy level of expert radiologists. In [2] Authors developed a intracranial haemorrhage 

(ICH) and categorise its subtypes detector without using a convolutional neural network (CNN). The area under the 

ROC curve (AUC) for the detection of ICH using the summing of all computed tomography (CT) images for each 

patient was 0.859, and the sensitivity and specificity were 78.0% and 80.0%, respectively. Based on the intracranial 
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height, CT scans were split into 10 subdivisions for the purpose of ICH localization. In [3] Two convolutional neural 

networks were trained and assessed to classify haemorrhage or non-haemorrhage using a total of 491 CT studies. The 

suggested CNN networks have 98% accuracy, 97% recall, and 98% F1 score. In [4] Authors have used ResNet-50, 

transfer learning , and the performance of linear and sigmoid windowing is examined. In order to produce a more 

evenly distributed training dataset, an under sampling strategy was used due to the substantial imbalance in the number 

of examples that were available. The three windows of interest that were combined with sigmoid windowing had the 

highest F1 score as a result. The correlation between intracranial haemorrhage subtype and diagnosis was found to be 

unclear through error analysis, and the next step is to split the architecture into two steps, with the first step diagnosing 

intracranial haemorrhages and the second step classifying subtype within the positively diagnosed examples.  

 

III. PROPOSED ALGORITHM 

1. DATA COLLECTION:   

Data collection is the act of acquiring and measuring information on variables of interest in a systematic and defined 

manner. Data collection for our study comprises gathering CT scans of cerebral haemorrhages. The dataset was labelled 

by professionals and is from the Kaggle RSNA Intracranial Haemorrhage Classification competition round. The 

pictures were in the DICOM (Digital Imaging and Communications in Medicine) format, which is a typical way to 

handle medical pictures. 

 

2. DATA PREPROCESSING: 

Preparing raw data to be used with a machine learning model is known as data pre-processing. In order to build a 

machine learning model, it is the first and most important stage. It is not always the case that we come across the clean 

and prepared data when developing a machine learning project. Additionally, any time you work with data, you must 

clean it up and format it. Therefore, we use a data pre-processing task for this. 

 

3. APPLYING CNN MODEL: 

Convolution can be defined as the action between two functions having a real value parameter and is frequently 

represented as follows: 𝑆(𝑡)=(𝑥∗𝑤)(𝑡) 
The first argument (x) is known as the input in CNN parlance, and the second argument (w) is known as the kernel. A 

feature map is typically used to describe the outcome. 

A convolutional neural network normally consists of three stages: the first stage includes convolutional layers with 

activations similar to ReLUs (rectified linear units), the second stage includes a pooling layer for size reduction, usually 

max-pooling. Lastly, a layer that is flattened before becoming fully connected for classification. 

 

4. TRAINING AND TESTING: 

The sequential CNN model is trained and tested using each image in the database. The model is trained using the 

machine learning concept of supervised learning. Models are trained in this way using labelled datasets so that the 

model may learn about various types of data. Following completion of the training procedure, the model is evaluated 

using test data (a subset of the training set), which predicts the result.  

Each model undergoes ten training epochs, with the top model being preserved for comparison with the test set. The 

performance over time is evaluated using a weighted logistic loss function. In order to evaluate how well CNN 

performs in classifying ICH, some metrics will be collected.  

 

5. PREDICTION: 
The category classifier, a component of the convolution neural network, is used to carry out the final prediction. 
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IV. SIMULATION RESULTS 

 

                          
 

                           
 

The dataset was collected from Kaggle RSNA, and the experiment was conducted using a PC with an i5 processor 

running at 1.1 GHz, 8 GB of RAM, and 20 GB of SSD disc storage. In addition, we used Python 3.7 and important 

libraries as Tensorflow, Keras, Numpy, Matplotlib, and OpenCV. 

 

    

                                                           
 

The weights overfitted to the training set after three epochs when using 10 steps per epoch, and the validation loss did 

not go below 0.4.The steps per epoch was increased after that, and it was discovered that 10 epochs had the lowest 

validation loss.   

Based on the CT scan, a neural network technique is employed to identify and categorise the condition. With sufficient 

data, we observe accuracy of more than 92% with such an architecture. This strategy entails sending the analysis report 

via email to the client or another consultant. 
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V. CONCLUSION AND FUTURE WORK 

 

Intracranial haemorrhage is a potentially fatal medical condition that requires prompt, frequent, and intensive medical 

care. However, because to the challenge of interpreting minor signals for the bleeding regions and the increased 

workload for radiologists in clinical practise, misdiagnosis and missed diagnosis continue to occur.  

To use limited medical resources and enhance patient care, an automatic computer-aided diagnosis (CAD) system with 

high accuracy and reliable performance can serve as a second reader and patient triage tool more effectively. 

Traditional machine learning techniques would rely on manually defined image features to tackle the ICH classification 

problem; however, designing such features necessitates a substantial amount of algorithmic and clinical domain 

expertise. Additionally, because typical classification methods have a finite capacity, handling huge shape and 

appearance variations of ICHs in real data is challenging. Using this more recent technology, we created an artificial 

intelligence (AI) system for automatic acute ICH detection and classification in this work. 
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