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ABSTRACT: The string transformation is the process in which the system can generate output strings which are closer 

to each other with respect to the given input string. The string transformation process can be mainly applied for various 

problems in natural language processing, data mining for database record matching. The string transformation can be 

used for various applications. The process of string transformation should be conducted in an efficient manner and with 

higher accuracy for generating the output strings. In most of the existing methods of string transformation efficiency 

and accuracy is not much considered into account. The proposed method uses statistical learning method for string 

transformation in which string and query generation is being performed. The query generation process uses three 

queries which selects the data’s from the database and an object or record based method is proposed. The object based 

method is much efficient and uses less memory when compared to the other three methods. The proposed method is 

much efficient and accurate method in which semantic meaning retrieval, error corrections in spelling and 

reformulation of queries is being performed. The experimental result shows that the proposed method for string 

transformation using the statistical learning method is much accurate and efficient method. 
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I. INTRODUCTION 

 

The process in which knowledge is being discovered from huge amount of data is known as the data mining process. 

The string transformation process can be applied for various applications of data mining. Inconsistencies and noises 

may occur in data and through the process of data cleaning the data become consistent that is noises are removed from 

the data to make it cleaner. The process in which the system can generate output strings which are closer to each other 

with respect to the given input string is referred to as string transformation process. The string transformation process 

can be used in error corrections in spelling and reformulation of the queries. String transformation is the process in 

which the system generates output strings which are closer to the input string which is being provided. The string 

transformation process is shown in fig.1. 

 

The string transformation can be conducted by using a dictionary and also without using the dictionary. If the string 

transformation process is carried out using a dictionary then the output strings produced by the string transformation 

should be present in the dictionary. In most of the existing methods of string transformation efficiency and accuracy is 

not much considered as an important factor. The proposed method uses statistical learning method for string 

transformation in which string generation and query generation is being performed. The string generation process 

mainly generates all combinations of the input string as output strings. In the query generation process three queries are 

being used which selects the data’s from the database and an object or record based method is proposed. The gram 

based method, neighbour based method and incremental methods are the three queries which are being used for 

retrieving data’s from the database. The object or record based method is much efficient method and uses less memory 

when compared to the other three methods. The proposed method is much efficient and accurate method in which 

semantic meaning retrieval, error corrections in spelling and reformulation of queries is being performed. 
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Fig. 1 . The String transformation process 

 

The string transformation process uses the learning process and generation process for generating the output strings 

from the given input string. The authors in [1] proposed a probabilistic method for string transformation which uses a 

log linear model for the string transformation which is accurate for spelling error correction and query reformulation. 

The search as you type method introduced by the authors in [2] uses three queries for retrieving data’s from the 

database. 

 

II. RELATED WORK 

 

The string transformation process can be used to formulize various problems in natural language processing, data 

mining, etc….Most of the methods for string transformation process is less efficient and less accurate. In [1] authors 

proposed a probabilistic method for string transformation which uses a log linear model. The log linear model is a 

method used for training the model and also it uses an algorithm for generating the output strings in the string 

transformation process. The probabilistic method mainly consists of two processes for string transformation namely the 

learning process and the generation process. The learning process consists of training string pairs from which the rules 

will be extracted. The learning system is used to construct the model for string transformation. The generation system 

in the generation process generates the output strings corresponding to the new input string given by referring to the 

model. For improving the web search the query speller important for the search engines. In [4] authors proposed a 

method that uses the distributional similarity obtained from query logs for query spelling corrections. The method uses 

the distributional similarity occurring between two terms and the distributional similarity between two terms will be 

high between a frequently occurring misspelling and its correction the distributional similarity between two terms will 

be low between two irrelevant terms with similar spellings. Machine learning problems in natural language mainly uses 

the characterization of linguistic context. In [5] authors proposed a winnow based method for context sensitive spelling 

correction. The context sensitive spelling correction is the process of finding out errors occurring in the spelling. The 

context sensitive spelling correction involves the characterization of linguistic contexts where different words occurs. 

The winspell algorithm is being used which improves the performance of the method. The correction of spelling errors 

in the query mainly consists of two methods. The methods are candidate generation and candidate selection. The most 

likely corrections of the misspelled word is being found out using the candidate generation process. The candidate 

generation process is being considered with a single word and after the candidate generation process the words in the 

query can be used for the final candidate selection process. The process of object identification occurs when integration 

of data’s takes place from various websites. The active atlas system proposed by authors in [6] uses domain 

independent string transformation method for the object identification process. The domain independent string 

transformation is used for object identification where similarity score is being used to check whether the objects 

occurring at various sites are similar. The various applications including spelling error corrections use the improved 

error method. In [7] authors proposed a method for the noisy channel spelling correction. The improved error method 

mainly consists of two components. The first component is a source model and the second component is a channel 

model. The model for spelling correction is based on generic string to string edits. In [8] authors proposed an 

interactive fuzzy keyword search in which the system searches the data as soon as when the user types in the query 
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keyword. The method is an interactive method since the user who has limited information about the data also can 

retrieve data’s using the fuzzy keyword search. 

 

III. PROPOSED METHOD. 

 

The string generation process mainly generates all combinations of the input string as output strings. In the query 

generation process three queries [2] are being used which selects the data’s from the database and an object or record 

based method is proposed. The gram based method, neighbor based method and incremental methods are the three 

queries which are being used for retrieving data’s from the database. The object or record based method is much 

efficient method and uses less memory when compared to the other three methods. The proposed method is much 

efficient and accurate method in which semantic meaning retrieval, error corrections in spelling and reformulation of 

queries is being performed. In the incremental method for data retrieval the data’s will be retrieved by removing each 

character from the input string which is being provided. 

 

The proposed method provides an object or record based method which selects the data’s from the database. The 

object based method uses less memory and time for data retrieval when compared to the other three methods. The 

proposed method supports error corrections in spelling and semantic meaning retrieval. In the process of error 

corrections in spelling the errors occurring in spellings can be corrected and in the process of semantic meaning 

retrieval the semantic word corresponding to the input string will be retrieved from the database. 

 
Fig. 2 . The Proposed Method 

 

The main working of the proposed method is shown in fig.2. The proposed method consists of string generator and 

query executor. The string generator generates the output strings from the given input string and the query executor 

performs the queries to retrieve data from the database and the record based method is being performed with the queries 

which improve the performance of the queries. 

 

IV. EXPERIMENTAL EVALUATION 

 

The fig.3 shows the performance of the gram based method when compared with the object or the record based 

method. The gram based method uses much higher memory when compared to the gram (record) based method. When 

the gram based method alone is performed the memory usage will be higher and when the gram based query is 

performed using the record based method the memory usage will be very less. The graph shows that for the 

gram(record) based method as the database size increases the memory usage decreases. The proposed method improves 

the accuracy of string transformation process. The fig.4 shows the comparison of the proposed method and the existing 

method. The proposed method provides much higher accuracy when compared to the existing methods. As the number 

of strings increases the accuracy for the proposed method also increases. The proposed system provides a higher 

efficiency and accuracy for the string transformation when compared to the existing system. 
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          Fig. 3 . Performance of gram based and record based method                    Fig. 4 . Comparison of proposed method with existing method 

 

V. CONCLUSION AND FUTURE WORK 

 

The string transformation process is the process in which the system can generate output strings which are closer to 

each other with respect to the given input string. The proposed system uses string transformation for error corrections 

in spelling and semantic meaning retrieval. The proposed system uses the record based method for data retrieval in the 

query generation process. The experimental results show that the proposed system provides a higher accuracy when 

compared to the existing system. In future the string transformation can be applied to more applications. 
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