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ABSTRACT: Face Recognition is a very vast and challenging field. The limited research work has been done in the 
field of face recognition by considering the aging attribute. The age effect brings certain changes in the face with the 
progression in age. The mission of proposed methodology is to achieve the age invariant face recognition by using 
following steps: a) extracting facial features by using Viola Jones algorithm; b) the α-shape is constructed by using the 
extracted facial features; and c) extracting topological features for face recognition task. The result is evaluated by 
using two public domain available FGNET and MORPH dataset. From both the dataset certain images are trained to 
system and test for the face recognition task. The result obtained after the evaluation is 50% for FGNET dataset when 
50 subjects are trained to the system and 90% for MORPH dataset when 60 subjects are trained to the system. 
Experimental results obtained demonstrate the efficiency of the proposed methodology named nonlinear topological 
component analysis. 
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I. INTRODUCTION 
 
Face Recognition has been the centre of attraction from last decades. Face Recognition is a part of image processing 

domain and have ample of applications in the fields such as Computer Vision, Pattern recognition, Biometrics, and 
many more. Face Recognition had successfully grabbed the attention of many researches from other domain also. The 
machine learning and computer graphics communities are also increasingly involved in face recognition. 

 
 Face recognition is one of the few biometric methods that possess the merits of high accuracy. Face recognition is 

the challenging field and have many intra-subject variations. The intra-subject variations are lighting and illumination 
effects on the human facial images, various occlusions such as sunglass, spectacles, breads or scarf’s on face of human 
facial images, expression, pose, aging and so on. All this variation may became an obstacle for face recognition but 
among all variations we focused on aging. Aging is one of the most challenging issues in face recognition. 
Scientifically, along with the physical growth in the human, the facial part also shows some changes. The various aging 
effects are wrinkles, formation or deformation of jaw bones and many more. Thus, face recognition across age, 
automatic age estimation from facial images, appearance prediction across aging effects had been the area of growing 
interest.  

 
From last decade, there was expeditious development of high throughput techniques which generates large and 

enormous data in image processing domain.  While working with the Age Invariant Face Recognition, researchers had 
been confronted with the problem of large amount of high dimensional data. These enormous data has so many values 
rather than observation. The Dimensionality reduction techniques are used to analyse the high-dimensional data and to 
transform it to low-dimensional data. Kernel methods are used to successfully extract features from the feature space 
which contains the nonlinear information of the input data [27]. One of the recent approaches to Age Invariant Face 
Recognition is Nonlinear Topological Component Analysis [1]. In this paper, the main focus is on Nonlinear 
Topological Component Analysis (NTCA) methodology applied for Age Invariant Face Recognition. The NTCA 
approach is used for dimensionality reduction and to capture the topological features. The main methodology of NTCA 
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is as follows: (1) integration of KRBF dimensionality reduction; (2) to build α-shape for each facial image; (3) to 
extract topological features/ signature and (4) object identification. 

 
II. RELATED WORK 

 
Dimensionality reduction methods are used for the pre-processing in the pattern recognition. Nonlinear 

Dimensionality reduction (NLDR) methods describe the high dimensional set of points to low dimensional set of 
points. In [33], the global geometric framework was used to solve the problem of dimensionality reduction. The local 
metrics are used to understand the geometry of a data set. In [28], pruning scheme was applied, in which MLP (Multi-
Layer Perceptron) was used with PCA (Principal Component Analysis) for gender classification from human facial 
images. The 1-dimensional successive Laplacian Eigenmaps is the robust non-linear dimensionality reduction 
technique which allows the repeated eigendirections problem [24]. In [23], the kernel Principal Component Analysis 
(KPCA) was introduced and investigated as novelty detection technique. In other words, KPCA is the nonlinear 
extension of PCA. While in [16], both the local and global distance information was used by nonlinear dimensionality 
reduction framework. In [14], the latest development in the areas of dimensionality reduction, manifolds and 
topological learning was outlined. Nonlinear method is more powerful than linear method. In order to analyze the high-
dimensional data, the geometrical and topological methods are applied for machine learning. 

 
The proposed work was carried out for age invariant face recognition so, the different techniques for age invariant 

face recognition was outlined. In [21], 3D aging model technique was proposed with temporal variance for face 
recognition and age simulation. In [18], the GOP (Gradient oriented Pyramid) was used as discriminative approach and 
SVM (Support Vector Machine) for classification. In [17], graph matching technique was proposed where the face  was 
represented as a graph which consists of information related to appearance and geometry of face. The BPNN (Back 
Propagation Neural Networks) was used with combination of PCA for face detection and recognition in [12].  In [11], 
the proposed framework makes use of periocular region for age invariant face recognition. The WLBP (Walsh-
Hadamard Transform Encoded Local Binary Pattern) was used for pre-processing the periocular region. In [10], the 
discriminative approach was proposed. Scale Invariant Feature Transform (SIFT) and Multi-scale Local Binary Pattern 
(MLBP) are used as local feature descriptors. In [7], technique for Age Invariant Face Recognition using stable local 
feature was proposed. In [6], a novel framework, Hidden Factor Analysis (HFA) for age invariant face recognition was 
proposed. The proposed approach has two hidden factors: a) an identity factor and b) an age factor. They had also 
developed the Expectation Maximization (EM) algorithm to estimate model parameter from data. In [5], Cross-Age 
Reference Coding (CARC) technique was proposed. For evaluating face recognition and retrieval across age, a new 
large dataset of 160,000 facial images of 2000 celebrities from Internet was created. This dataset was named as Cross 
Age Celebrity Dataset (CACD).   

 
III. PROPOSED METHODOLOGY 

 
The proposed methodology is inspired from the methodology proposed in [1]. The modules used in our methodology 

are same as methodology in [1], but the algorithms used for feature extraction; the extracted topological features and 
algorithm used for object identification are different from the algorithms used in [1].  

 
 
 
 

 
 
 
 

Fig.1: Schematic Diagram of Entire Methodology of NTCA  
 

To understand each block in detail, the explanation of each block is discussed below. 
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A. Kernel Radial Basis Function (KRBF) Dimensionality Reduction: 
The basic idea behind using kernel function is to map the original data space to target space by the nonlinear 

transformation functions. Principal Component Analysis (PCA) only extracts the features from the input space. Thus, to 
extract the features from input space along with the nonlinear information within input data kernel function is used. The 
Gaussian kernel function is commonly used and it is an example of Radial Basic Function (RBF). Thus, the 
combination is named as Kernel Radial Basic Function (KRBF).  In our work, KRBF is used as an extended 
dimensionality reduction technique. The KRBF Dimensionality Reduction is carried out by following the three steps 
mentioned below [27] [1]: 

 
Step 1: The original data set is mapped to a Hilbert Space using quadratic function. 
Step 2: The obtained dataset in step 1 was mapped to a set spanned by KRBF. 
Step 3: The dataset obtained in step 2 was projected linearly on a latent space. 
 

B.   α – Shape Construction: 
An α –shape is the concrete geometric structure formed by the particular set of points. The points set are used to 

create the α-shapes at the different level of resolution which is an efficient way to represent α shape. The ball of 
radius√ߙ is inserted around each point and a simplicial complex is built. This simplicial complex represents the 
intersection among these balls and simplicial space formed is defined as “α-Shape”. The construction of α shape is 
based on the notions of balls, also known as generalized disk. For the given set of points and a specific α value, the α-
shape is constructed using the following scheme. 

 
Step 1: Each point Xu in the embedded set is assigned a vertex u. 
Step 2: An edge is created between two vertices u and v whenever there exists a generalized disk of radius √ߙ 

containing the entire set of points and which has the property that Xu and Xv lies on its boundary. 
There are different types of signatures assigned to α-shapes, which one can capture in the form of topological features 
or signature [9] [1]. 
 
C. Topological Features Extraction: 

Topological features can be extracted from the α-shape. The extracted features or signature are used for classification 
or regression task. A α-shape is assigned with many different types of signatures, which can be extracted. The metric 
properties such as volume, area and length, the combinatorial properties such as number of tetrahedral, triangles, edges 
and vertices and topological properties such as number of voids, gaps, peak valley, independent tunnels and 
components [13] [1]. To extract the topological feature, consider the set of points say (x1, x2, x3,...xn) plotted in α-shape 
(polyhedron). The extracted topological features α shape are peak, valley and gap. The procedure used to extract the 
topological features is: 

 
Step 1: If x1 < x2 > x3, then x2 is extracted as peak. 
Step 2: If x1 > x2 < x3, then x2 is extracted as valley. 
Step 3: If x1 = x2 = x3, then x2 is extracted as gap. 
 

Finally, topological signatures, inherent to the α-shape characterizing the input object to classify, are extracted and 
stored into a set. Thus, attempt was done to restate the classification problem with respect to the signatures. 
  
D. Object Identification / Face Recognition: 

There are many algorithms used for the classification, among this several algorithm, k-Nearest Neighbour algorithm 
is simple and powerful recognition algorithm. The k-NN is a supervised machine learning algorithm and used for 
classification or regression task. The k-NN finds a group of k objects in the training set that are closest to the test 
sample, and bases the assignment [8]. To understand the working of k-NN algorithm, first train the system with some 
samples, say (x, f(x)). Suppose a query instance xq is given to be classified, then 

 
Step 1: Let x1, x2 ..., xk denotes the k instances from the training samples that are nearest to xq. 
Step 2: Return the class that represents the maximum of the k instance [37]. 
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Fig. 2: Diagrammatic view of kNN algorithm where k = 3 
 

In the Fig. 2, there are two samples indicated by star shape and circle shape in the set. The black filled doughnut 
shape labelled as xq is the query instance. To find the nearest neighbour of the query instance, xq, we considered k=3. If 
k=3 then, in this case the query instance xq will be classified as a circle since two of its nearest neighbour are classified 
as circle. 

 
IV. IMPLEMENTATION 

 
For propose of implementation, the 64 bit Operating System with 4GB RAM and Intel (R) Core(TM) i3 Processor, 

installed with MATLAB R2013b is required. The key requirement for the successful implementation of proposed 
methodology is the age variant dataset having human facial images. To conduct the experiment, FGNET and MORPH 
Datasets are used. The details of subjects used for experiment from the datasets are discussed in detail in Table 1. 

 
Table 1: Statistics of public domain facial aging databases used for experiment 

 

Dataset Subjects Subjects Gender Age Group Total 
images 

Images per 
subject 

Age 
Range Male Female 0-19 20-49 50 & above 

MOPRH 60 51 11 - 238 60 298 ~4or 5 25~59 
FGNET 50 29 21 400 190 15 605 ~12 00~ 69 

 
The proposed method is applied for evaluating age invariant face recognition. The main aim is to find the age 

invariant face recognition, so the facial images from the well known public domain available datasets are used. The 
available MORPH (Album-2) and FGNET datasets are having both the RGB (colour) and Gray scale images with 
different resolution. The images are divided as set of gallery images and set of query images. The set of gallery images 
are trained to the system. The images in the query set are not trained to the system. 

 
Initially, the Viola Jones Algorithm was applied to each input image, to extract the facial features. While in [1], the 

facial features are extracted by using Local Binary Pattern (LBP). The Viola Jones algorithm is first object detection 
algorithm proposed by Paul Viola and Michael Jones in 2001 [31]. The Viola Jones algorithm is efficient in feature 
selection, computationally fast and high detection rate. Thus total five facial features: left eyes, right eyes, nose, mouth 
and face are extracted. The extracted features on the face are highlighted by the boxes. 

 
The extracted features will generate the high dimensional feature space, which are nonlinearly transformed to the 

low dimensional latent space. The Kernel Radial Basis function is used as nonlinear dimensionality reduction 
technique. The kernel function is directly applied to the original space. The Gaussian kernel function is applied to 
Radial Basic Function (RBF) neural network to perform nonlinear transformation. The kernel function is applied 
because it gathers the nonlinear information. Basically the extracted features point space is mapped in latent space and 
thereby form the cloud of points of extracted features. After the nonlinear mapping of original space to latent space and 
the probability distribution in latent space, forms cloud of points in the latent space.  

 
The α-shape is a concrete geometric structure represents the particular set of points. The set of points are obtained in 

the latent space which are latent but abundant in number. These bundles of points are mapped from the latent space in 
between three axes to form α-shape tetrahedron. The α-shape for gray scale image is visualized as a single diagonal 

xq 
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line, which is when maximized shows numbers of connection between the vertices. While the α-shape for RGB image 
forms a tetrahedron, which is a polyhedron. Each and every point in the latent space of dimensionality- L is mapped in 
the α-shape axes. All the vertices say u and v are connected to each other and form tetrahedron.  

 
    The α-shape is created for each and every face. The topological features are extracted for each face is having unique 
value. The topological features extracted in [1] are the number of components, independent tunnels, voids, triangles, 
edges and vertices. In our proposed methodology, only three topological features are extracting from the α-shape. The 
extracted topological features are: peak, valley and gap from the plotted α-shape tetrahedron. Along with extracted 
topological features, different facial geometric values are calculated by calculating the length and width of various 
features. 
 

In case of testing, the any query image is provided as input. The k-NN algorithm is used as classifier to find the 
closest match of query image from the saved values. The k-NN algorithm, classify the difference image from the saved 
values set. The  saved values with minimum difference to query image value  is consider as the exact match of the 
query image, which will be plotted in the GUI along with total matching time and name of matched image. If the 
subject of query image and matched image is same across age factor, then the age invariant face recognition for that 
image was performed. 

 
V. RESULT ANALYSIS 

 
The experiment was conducted on two public available datasets: MORPH and FGNET. The experiment is 

performed on 60 subjects from MORPH Dataset and 50 subjects from FGNET Dataset. The comparative analysis is 
performed on basis of various parameters.  

 
Fig. 3: Analysis of total number of males and females subjects for the selected subjects from the respective datasets 

 
In fig. 3, the plotted graph indicates the total number of males and females in the respective dataset. It is observed 

that, there are 29 male subjects and 21 female subjects from selected 50 subject of FGNET Dataset. While from the 
selected 60 subjects of MORPH dataset there are 49 male subjects and only 11 female subjects.  

  

 
Fig. 4: Analysis of number of images under different age group for the selected subjects from the respective datasets 
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The proposed method is for age invariant face recognition, so the datasets are having the images of different age 
group. The number of images are divided in three age groups: Child (0 to 19); Young adults (20 to 49); and senior 
adults (50 and above). As shown in the Fig. 4, the FGNET is having maximum child images of age ranging from 0 to 
19 and MORPH is having no images in these age range. In the age group of 0~19 for MORPH Dataset there is no 
image, but for FGNET dataset there are maximum images. The images in the age group of 50 and above in MORPH 
Dataset as compared to FGNET Dataset. 

 

 
 

Fig. 5: Comparative result between traditional method and proposed method 
 

In Fig. 5, the recognition rate for the proposed methodology is analyzed for 60 subjects of MORPH Dataset and for 
50 subjects of FGNET Dataset. In [1], the MORPH Album-2 recognition rate was 83.33% and each subject is having 
approximately two images only, while for our proposed method the result for MORPH dataset shows the recognition 
rate as 90% and there are approximately four to five images for each selected subject. In case of FGNET dataset, the 
recognition rate for 82 subjects was 48.96% in [1] and for the proposed approach, the recognition rate as 50% for 50 
subjects from the dataset. 

 
VI. CONCLUSION AND FUTURE SCOPE 

 
The proposed approach is having same module as Nonlinear Topological Component Analysis [1] but different 

algorithms or methods are used for the implementation which was applied to age invariant face recognition.  The main 
motivation was to extend the dimensionality reduction and extract the topological features from the constructed α-
shape. The facial features were extracted by using the Viola-Jones Algorithm which is of high dimension. These facial 
features are mapped into latent space. The topological features are extracted from the α-shape, which was constructed 
from the data in the latent space. The results obtained have demonstrated the potential of the NTCA approach as a 
whole. The existing NTCA system [1] is having the recognition rate 48.96% for FGNET dataset and 71.30% for 
MORPH Album-1 and 83.80% for MORPH Album-2. For the proposed methodology, the recognition rate is 50% for 
FGNET dataset and 90% for MORPH Dataset. 

 
The more classification techniques need to be studied to achieve more accuracy for large datasets. The work can be 

extended in future for age invariant face recognition by using video clips.  
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