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ABSTRACT: Phishing attack is now a big threat to people’s daily life and networking environment. The illegal URLs 

as legitimate ones, attackers can induce users to visit the phishing URLs to get private information. An Effective 

methods of detecting phishing websites are  needed to alleviate the threats posed by phishing attacks. The objective of 

our proposed approach is to develop a model for effective and accurate phishing website prediction and to avoid some 

useless or small impact features and falling into the problem of over-fitting. FVV, Feature Validity Value is firstly 

introduced to evaluate the impact of sensitive features. Optimal feature selection algorithm calculates the FVV values 

of all features of the input URLs and their relevant websites at first. Then, a threshold is set to select sensitive features 

to construct an optimal feature vector. Due to no disturbance from these redundant features, the over-fitting problem of 

the underlying neural network is alleviated. Meanwhile, this algorithm is also able to reduce the time cost of the process 

of phishing websites detection. The selected optimal features are used to train the underlying neural network and, 

finally, an optimal classifier (Random Forest Classifier) is constructed to detect the phishing websites. 

 
KEYWORDS: FVV(Feature Validity  Value); over fitting problem; optimal feature selection algorithm; random forest 

classifier. 

 

I.  INTRODUCTION 
 

Phishing is one of the fastest growing cyber attacks. Nowadays phishing attacks frequently appear in the computers and 

mobile phones. Phishing attacks mainly attack user privacy information, in which the attacker tries to learn sensitive 

information such as login credentials or account information by sending as a reputable entity or person in email or other 

communication channels. It is easier trick to somebody clicking a malicious link which seems legitimate than trying to 

break through a computer defense systems. The Anti-Phishing Alliance of China (APAC) has reported that, at the last 

month of 2018, there is a total of 435193 phishing websites are detected. Effective methods of phishing websites 

detections are needed to alleviate the threats posed by phishing attacks. The automatic phishing detection methods are 

classified as four types, the blacklist method, white list method, heuristic method, visual similarity method and machine 

learning method. In Black and White lists method databases are used to construct based on the previously detected 

URLs, this method has difficult in newly emerged phishing attacks. The heuristic method is based on assigned 

signatures, for identified phishing attacks. Through scanning websites for assigned signatures the time-consuming is 

high, due to complicated nature of phishing attacks. The Visual similarity method also be the same accuracy level of 

blacklist and white list technique. The machine learning method is accurate in phishing detection websites. It has the 

ability to adapt newly emerged phishing websites. The main reason to success of this method is highly qualified 

features from phishing URLs and their related websites. This paper proposes AFNN-R: An Effective and Accurate 

Phishing Websites Detection using Optimal Feature selection Neural Network and Random Classifier. Under this 

model, FVV index is defined to evaluate the impact of sensitive features on phishing websites detection. Based on the 

FVV index, an algorithm is designed to select the optimal features from phishing URLs and their related websites. The 

selected features are used to train the underlying neural network, then finally random classifier to detect the phishing 

websites. 

 

II. RELATED WORK 
 

In [1] author used Detecting Phishing Websites through Deep Reinforcement Learning where an agent learns the value 

function from the given input URL and the classification task. Sequential decision making process for classification 
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using deep neural network. The reinforcement learning has been utilized to gain proficiency for optimal behavior. It is 

defined as the problem of an “agent”, then to perform an action based on the “error” within an unknown environment 

which provides feedback in the form of numerical “rewards”. The websites feature in four groups (i) Anomaly-based, 

(ii) Address bar-based,   (iii) HTML and JavaScript-based and (iv) Domain-based. [2] author used An Effective Neural 

Network Phishing Detection Model Based on Optimal Feature Selection Under this model, an optimal feature selection 

algorithm that adapts to the sensitive features of phishing URLs (Uniform Resource Locators) is firstly proposed. Based 

on the calculation of the effective value of each feature, this algorithm sets a threshold to eliminate some useless 

features and selects an optimal feature set suitable for detecting  phishing  websites [3] author initialize Malicious 

URLs detection using Machine Learning Techniques. The main reason for malicious URL detection is that they provide 

an attack surface to the antagonist. In malicious URL detection, we used a novel classification method. In this 

classification model built on sophisticate machine learning methods that not only takes care about the synthetically 

nature of the URL, but also the semantic and lexical meaning of these dynamically changing URLs.   

 

III. PROPOSED ALGORITHM 
 

3.1 Module Description 
Preprocessing, FFV index Calculation, Optimal Feature Selection, Training the data, Classification of data 

 

IV. SYSTEM ARCHITECTURE 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 

Fig 1:System Architecture 
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3.1.1 Preprocessing 
Data preprocessing is a data mining technique that involves transforming raw data into an understandable format. 

Data can have missing values for a number of reasons such as observations that were not recorded and data corruption.  

Handling missing data is important as many machine learning algorithms do not support data with missing values. 

 
3.1.2 FVV index Calculation 
Feature Validity Value is to evaluate the impact of sensitive features on phishing websites detection.  In order to better 

evaluate the impact of a selected sensitive   feature on detecting phishing attacks, presents the FVV index. The new 

FVV is defined by combining the positive and negative features of URLs.  

 
3.1.3 Optimal Feature Selection 
Feature extraction is the second class of methods for dimension reduction. This function is useful for reducing the 

dimensionality of high-dimensional data. (ie you get less columns). This module uses the FFV values of all features of 

the input URLs and their relevant websites at first. Then, a threshold is set to select sensitive features to construct an 

optimal feature vector. Through this algorithm, many useless and small influence features are pruned.  

 
3.1.4 Training the data 
The selected optimal features are used to train the underlying neural network. Neural network is used to train the data, 

which is resulted as optimal features. Neural network model is composed of 3 layers: the input, the hidden and the 

output layers. Algorithms utilized by neural network generally incorporate two phases: the forward propagation and the 

backward propagation. The forward propagation starts to work when it receives a positive propagation signal. The 

backward propagation is invoked when the model detects the occurrence of evident deviation between the calculation 

result of the output layer and the actual value. 

 
3.1.5 Classification of data 
Random Forest Classifier is used to classify the data of phishing website detection. The random forest is a 

classification algorithm consisting of many decisions trees. It uses bagging and feature randomness when building each 

individual tree to try to create an uncorrelated forest of trees whose prediction by committee is more accurate than that 

of any individual tree. 

 

V. RESULT AND DISCUSSION 
 

Finally, we utilized Python to simulate the machine learning. In this section, we present our scheme, which consists of 

five phases: Preprocessing, FVV index Calculation, Optimal Feature Selection, Training the data, Classification of data. 

The optimal feature selection algorithm can properly deal with problems of big number of phishing sensitivity features 

and the continuous change of features. This algorithm can reduce the over-fitting problem of the neural network 

classifier to some extent. This paper to collect more features to perform optimal feature selection. and choose better 

accuracy of the random forest algorithm. Finally, we utilized Python to simulate the machine learning. In this section, 

we present our scheme, which consists of five phases: Preprocessing, FVV index Calculation, Optimal Feature 

Selection, Training the data, Classification of data. The optimal feature selection algorithm can properly deal with 

problems of big number of phishing sensitivity features and the continuous change of features. This algorithm can 

reduce the over-fitting problem of the neural network classifier to some extent. This paper to collect more features to 

perform optimal feature selection. and choose better accuracy of the random forest algorithm. 
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Fig: Performance comparison chart 

 

 

VI. CONCLUSION AND FUTURE WORK 
 

In practice, a feasible phishing website detection model OFS-NN, which has proved to be highly accurate and has low 

false negative rate and low false positive rate. In addition, the optimal feature selection algorithm is combined with the 

neural network algorithm to select the optimal feature value set for the input of the neural network. OFS-NN model 

uses the neural network algorithm it has strong ability of independent learning. The optimal feature selection algorithm 

can properly deal with problems of big number of phishing sensitivity features and the continuous change of other 

features. This algorithm can reduce the over-fitting problem of the neural network classifier to some extent In the 

future, it is necessary to collect more features to perform optimal feature selection and choose better accuracy algorithm 

to beat the random forest algorithm. 
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