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ABSTRACT: Aging as the name suggests is the process of becoming older. In the world of photography, the face 
aging simulation has received rising investigations nowadays, whereas it still remains a challenge to generate 
convincing and natural age-progressed face images. Here, we present a novel approach to such an issue using sparse 
representation. In contrast to the majority of tasks in the literature that integrally handle the facial texture, the proposed 
aging approach separately models the person specific facial properties that tend to be stable in a relatively long period 
and the age-specific clues that gradually change over time. It then transforms the age component to a target age group 
via sparse reconstruction, yielding aging effects, which is finally combined with the identity component to achieve the 
aged face. Thus, the simulator gives the face of the person with aging effects. It recognizes the face of the person with 
or without spectacles.  
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I. INTRODUCTION 
 
The human face conveys rich information such as age, gender, emotion, ethnicity, attitude and so on [1]. In the past 

years, great efforts have been made to make the face analysis easy. The machine based analysis requires the machine 
learning. As we grow old, the features of face changes in some manner. The wrinkles and dark circles may grow. Thus 
the face looks old. The changes in the captured image can be due to more or less exposure to light or due to pose 
changes. This also involves the age invariant face recognition [2] [3] [4], age estimation [5] [6] [7] etc. Particularly, 
face aging simulation has been given increasing attention in these years, since the solution to this complex issue 
benefits many attractive applications [8], [9]. 

II. RELATED WORK 
 

          Face aging simulation has experienced a gradual transition from computer graphics to computer vision. 
According to the studies in [10], [11], and [12], human face age progression can be generally summarized as two 
stages, i.e., child growth and adult aging. The skeletal growth plays a dominant role from infancy to grown-up, while 
the texture details (e.g. wrinkles) distinguish seniors from young adults. Inspired by these observations, some 
approaches based on crania development theory and skin wrinkle analysis have been investigated in recent years, and 
the previous work roughly develops in three directions: i. Coordinate Transformation Based ii. Texture Transplanting 
Based  iii. Aging Function Based. Parsimony has a rich history as a guiding principle for inference. One of its most 
celebrated instantiations, the principle of minimum description length in model selection, stipulates that within a 
hierarchy of model classes, the model that yields the most compact representation should be preferred for decision-
making tasks such as classification. 
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III. PROPOSED ALGORITHM 
A. Design Considerations: 

 

 Use labelled training samples from k distinct object classes to correctly determine the class to which a new 
test sample belongs.  

 Arrange the given ni training samples from the ith class as columns of matrix Ai1/4 …..1/2vi and so on. 
 Identify w grayscale image. 
 Keeping track of previously used samples. 
    Define new matrix A for entire training set as concatenation of n training samples of all k objects. 

 
B. Description of the  Proposed Algorithm: 

Aim of the proposed algorithm is to easily recognize the face and give aging effects to the face. 
 

Step 1:  Taking Training Samples: 
        Taking sufficient training samples of the ith object class, Ai ¼ ½vi;1; vi;2; . . . ; vi;ni_ 2 IRm_ni , any new (test) 
sample y 2 IRm from the same class will approximately lie in the linear span of the training samples associated with 
object i:y ¼ _i;1vi;1 þ _i;2vi;2 þ_ _ _þ_i;nivi;ni ; ð1Þ for some scalars, _i;j 2 IR, j ¼ 1; 2; . . . ; ni. 

 
Step 2: Selection Criteria: 

Since the membership i of the test sample is initially unknown, we define a new matrix A for the entire training 
set as the concatenation of the n training samples of all k object classes: 
A¼ 
: 
½A1;A2; . . .;Ak_ ¼ ½v1;1; v1;2; . . . ; vk;nk _: ð2Þ 
Then, the linear representation of y can be rewritten in terms of all training samples as 
y ¼ Ax0 2 IRm; ð3Þ 
where x0 ¼ ½0; _ _ _ ; 0; _i;1; _i;2; . . . ; _i;ni ; 0; . . . ; 0_T 2 IRn is a coefficient vector whose entries are zero except 
those associated with the ith class.  
 
Step 3: Giving aging effects 
After defining new matrix we will get the aging effects in the persons face.                                   
       

IV. PSEUDO CODE 
 

Step 1: Input: a matrix of training samples A ¼ ½A1;A2; . . .;Ak_ 2 IRm_n for k classes, a test sample y 2 IRm,   (and 
an optional error tolerance " > 0.) 
Step 2: Normalize the columns of A to have unit ‘2-norm. 
Step 3: Solve the ‘1-minimization problem: ^x1¼arg minx kxk1 subject to Ax¼y: ð13Þ (Or alternatively, solve 
^x1¼arg minx kxk1 subject to kAx_yk2_":Þ) 
Step 4: Compute the residuals riðyÞ ¼ ky _ A _ið^x1Þk2 for i ¼ 1; . . . ; k. 
Step 5: Output: identity ðyÞ ¼ arg mini riðyÞ. 
Step 6: End.     
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V. SIMULATION RESULTS 
 
The performance evaluation of our method can be done by calculating the elapsed time for training and testing the 

image. Firstly, training of the data is done to read all the images from the training data. After that the test image is 
given and the image that is similar to the test image is found from the training data. The screenshot 1 below shows the 
screenshot of the test image and the detected image. 

 

 
Screenshot 1: Test image and detected image 

VI. CONCLUSION AND FUTURE WORK 
 

Our experimental study proves that our method of sparse representation gives the expected result in minimum 
time that is in seconds. Some sample images are taken to show the time required. Table 1 shows the time that is 
required by the system for training and testing the images. Thus multiple images can be taken and their training and 
testing time can be calculated. This method is efficient as it shows the expected result in less time. We have proposed a 
system that takes the images and give an image that is similar. These images include the aging effect as well as 
different expressions on the face.    

In future, we plan to introduce a more efficient system for showing the images. It may include increasing the 
efficiency of resizing techniques. 
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