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ABSTRACT: This paper proffers an application all together to facilitate simple and natural approach to discover the 
solution for the outwardly hindered individuals and to take it as indicated by their Doctor's medicine. Outwardly 
impeded individuals require not be needy also, look for others help to observe the pharmaceutical to be taken. This 
android application is utilized to conquer the troubles they confront in this situation. In this application, an update is set 
which tells the client when to take the medications, as voice yield. The photos of the solution strip held in the hand are 
caught by the inbuilt camera of the versatile. The picture is prepared and therefore content confinement and extraction 
is finished by which the name of the solution is distinguished. A spotter area is additionally united with this application 
which checks the solution which has been as of now transferred in the client's versatile, contrasts and the name of the 
prescription distinguished and if the prescription must be taken at that time, at that point it tells the quantity of 
prescription to be taken to the client as voice yield. On getting the voice yield from the versatile, the client admissions 
their solutions as indicated by their medicine. It can likewise be valuable for uneducated individuals who endure to 
discover which drug must be taken. Particularly senior individuals who are not taught generally endure to peruse their 
solution names all alone. This thought would accomplish great outcomes in hone 
. 
KEYWORDS: visually impaired, medicine identification, Text localization and Extraction, SQLite. 
 

I. INTRODUCTION 
 

Outwardly tested individuals and uneducated individuals confront a considerable measure of unfriendly difficulties 
in their everyday life. More often than not they are puzzled in another condition or encompassing because of issues 
identified with availability. Along these lines, this keeps them from encountering the world similarly as others do. 
Distinguishing and getting to things is something a considerable lot of us may underestimate it. Be that as it may, the 
outwardly tested individuals are controlled by their handicap. Particularly in a solution taking situation, it is 
troublesome for them to discover whether they have distinguished the pharmaceutical effectively or not. They should 
look for others help for it. In addition a versatile application will be anything but difficult to utilize and the equipment 
required is extremely constrained. In this paper we propose a picture handling based android portable application that 
gives start to finish direction and help to the outwardly debilitated client for taking their solutions. All through the 
procedure the client is guided utilizing the voice yield as opposed to content. The Android stage has been utilized to 
assemble this application for the most part in light of its wide notoriety and cost viability in the PDA showcase. 
Android stage has Comprehensive libraries for picture preparing, SQLite for encouraging information stockpiling and 
great equipment highlights for video or picture top true. Likewise it is accessible on cell phones from different 
producers, from Sony Ericsson, Motorola, and HTC to Samsung. There are 3 fundamental modules into which the 
application has been part up as update, recognizing the medication by name perusing and voice yield. 

 
1.1 QR Code Features 
The QR code was created for the Japanese car industry by Denso Wave1 partnership in 1994. The most critical 
qualities of this code are little printout estimate and rapid perusing process. The accreditation of QR code was 
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performed by International Organization of Standardization (ISO), and its entire particular can be found in [3].  A QR 
code encodes the data into parallel shape. Each data bit is spoken to by a dark or a white module. The Reed-Solomon 
blunder revision code [5] is utilized for information encryption. Accordingly, one of 4 mistake revision levels needs to 
be picked amid QR code era. The most reduced level can re-establish almost 7% of harmed data, the most elevated 
amount can re-establish. 
 
1.2 Rich Graphical Codes: 
  In order to improve the graphical code properties, several rich graphical codes have recently been introduced. These 
rich graphical codes aim to add visual significance, to personalize the stored information or to increase the storage 
capacities. In this section, the different kinds of rich QR codes and several interesting rich graphical codes are 
presented. The most simple type of rich QR codes is the user-friendly QR code. The target of these codes is to improve 
the aesthetic view of QR codes. It consists of changing the colours and shape of the modules, or of adding an image 
into the QR code. Different design QR code generators are proposed as free or paid applications.2 However, most of 
these generators prefer to sacrifice the possibility of error correction for attractive design. Recently, the rich QR code, 
which adds the significance without losing error correction capacity, was introduced in [4].  
 
1.3 P&S Process Impact: 
Any QR code creation suggests a printing procedure and a checking process. The P&S procedure in verification 
situations are considered as a physical unclonable capacity [7]. The finished examples, that we propose to use in 2LQR 
code, are touchy to the P&S procedure. In this area, the progressions included amid the P&S procedure are talked 
about, keeping in mind the end goal to get it why the yield pictures experience the ill effects of this procedure. The 
P&S procedure produces obvious and undetectable picture alterations, which can be caused by resampling intrinsic  
to the P&S procedure, inhomogeneous lighting conditions, ink scattering, fluctuating paces of the filtering gadget [5]. 
The changes gave by the printer are not detachable from changes included by the scanner, that is the reason the bends  
have a place with them two [7].  
 

II. RELATED WORK 
 

Chucai Yi, Student Member, IEEE,2013[1] in the work proposed a camera-based assistive content perusing 
structure to enable visually impaired people to peruse content names and item bundling from hand-held questions in 
their day by day lives. This paper proposes a Gaussian based approach in which at first the question of intrigue is 
distinguished, trailed by locale of intrigue ID and performing different picture preparing operations on the recognized 
picture to recover the coveted content. Here the question from which the content is to be extricated is isolated[3][4] 
from the foundation by shaking the question utilizing movement based protest identification. The caught arrangement 
of edges is examined to discover the frontal area question took after by applying mean of the assessed closer view veils. 
At that point the district of intrigue is discovered where the content is confined in light of edge or textural properties 
lastly the coveted content is extracted[5]. Be that as it may, the above paper has few an impersonations since it utilizes 
a different framework for preparing, a wearable camera and a Bluetooth earpiece which expands the equipment usage 
K. Matusiak, Lodz University of Technology, IEEE 2013[2], in hello there s work he portrays fundamental highlights 
of programming modules created for Android advanced mobile phones that are committed for the outwardly weakened 
clients. The fundamental module can perceive and coordinate examined articles to a database of items, e.g. sustenance 
or pharmaceutical holders. The two different modules are fit for distinguishing real hues and find course of the most 
extreme shine locales in the caught scenes however it simply helps in protest acknowledgment by coordinating articles 
with database objects, other openness or correspondence issues are not tended to. There are many applications 
accessible in the market starting at now. Recognizer created by LookTel[16] is a business application committed for 
iPhones that should perceive a protest inside the camera field of view that was beforehand put away in a nearby 
database of question's pictures. Here and Now[20], an iPhone application that uses the camera of the iPhone to recover 
item data. 
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III. SYSTEM  ARCHITECTURE 

 

 
Figure1. System Architecture. 

 Image processing module 
The user gets a reminder as a voice output which tells when to take the medicines, and his reminder is set based on 
doctor’s prescription. The reminder also gives the information whether the medicine should be taken before food 
or after food. Before the user could take the medicine, it would be good if he could know if the medicine he has in 
his hand is the correct one or not. In order to facilitate this, the application allows the user to search for the 
medicine details and retrieve information about the medicine using voice commands. This will help the visually 
impaired user to get an overall view about the medicine name and course details of the medicine. In this module, 
initially the search item is received as voice input from the user and the corresponding details of the medicine is 
retrieved from the database. These results are given to the user by converting it to speech. 

 Obtaining product details 
This is the most important and essential module for the visually challenged user to identify and choose the 
medicine he has to take. The proposed application uses the inbuilt camera of the android device for capturing the 
medicine image. The captured image is initially processed using text localization algorithms to separate the text 
from the background. Then text extraction methods are used to extract the name of the medicine or the label. The 
extracted text is then compared with the prescription in the database, if the extracted name matches with the name 
in the prescription then the medicine details are given as a voice output is given to the user.  

 Course details 
In this module, the application has the course detail switch is used for the identifying medicines and send them all 
to the user through voice output. 
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Figure2. Process Module 
 

IV. APPLICATIONS 
 
 This paper proffers an application in order to expedite easy and innate way to find the medicine for the 

visually impaired people and to take it according to their Doctor’s prescription. Visually impaired people need 
not be dependent and seek others help to find the medicine to be taken. This android application is used to 
overcome the difficulties they face in this scenario. 

 User intakes their medicines according to their prescription. It can also be useful for uneducated people who 
suffer to find which medicine must be taken. Especially elder people who are not educated usually suffer to 
read their medicine names on their own. 
 

V. CONCLUSION 
 

In this paper we have proposed an application for the outwardly impeded and the un-instructed individuals to 
give finish help with the prescription taking situation through mark perusing. Keeping in mind the end goal to do this 
we have exhibited a way to deal with distinguish, limit, and concentrate writings showing up in greyscale or shading 
pictures. This depends on utilizing a shading lessening system, a technique for edge identification and locale division 
and choosing content districts in light of their even projection and geometrical properties. This application is actualized 
on the android stage inferable from its convenience. All the information and yield are given by methods for discourse 
with a specific end goal to address the openness issues of the outwardly disabled. Future work incorporates 
empowering a various login choice in a same gadget with the goal that more than one outwardly impeded individual 
can utilize a similar gadget. To refresh the remedies into database all alone without specialists help by utilizing a 
printed medicine. 

 
REFERENCES 

 
1. Portable   Camera-Based   Assistive   Text   and   Product  Label  Reading  From and Held  Objects  for  Blind  Persons Chucai  Yi,  Student  

Member,  IEEE,  YingliTian,  Senior Member, IEEE, and Aries Arditi,2014.  
2. Mobile  Camera  Based  Text  Detection  and  Translation Derek  Ma  Department  of  Electrical  Engineering  Stanford University, Qiuhau Lin 

Department of Electrical Engineering Stanford University, Tong Zhang Department of Mechanical Engineering Stanford University.  
3. Extraction of Text in images Malik, R.  Dept.  Of Electr. Eng. & Computer Eng., New Jersey Inst. of Technol., Newark, NJ, USA, 1999.  
4. Text Extraction from Document Images Using EdgeInformation Author(s) over, S.  Nat.  Inst.  of Technology.,  Rourkela, India Arora, K. ; 

Mitra, S.K,2009.   
5. Morphological       text       extraction   from images Author(s): Hasan, Y.M.Y.  Dept.  Of Electr.  Eng., Arizona State Univ., Tempe, AZ, USA 

Karam, L., 2000.   
6. Multiscale      Edge-Based      Text      Extraction      from Complex Images Author(s) Xiaoqing Liu Dept.  Of Electr.  &Comput.  Eng., Univ.  

Of Western Ontario, London, Ont. Samarabandu, J, 2006.  
7. Scene  text  extraction  in  natural  scene  images  using  hierarchical       feature       combining       and       verification   Author(s):Kim, K.C. 

Dept. of Comput. Sci., Yonsei Univ., South Korea, 2004.  

Image Processing 

Obtaining Product 
Details 

Course details 

http://www.ijircce.com


         
                       
                       
                  ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Website: www.ijircce.com 

Vol. 5, Issue 10, October 2017 

Copyright to IJIRCCE                                                             DOI: 10.15680/IJIRCCE.2017. 0510034                                         15869      

  

8. J.  Liang and D.  Doermann,   H.P.  Li, “Camera-based analysis   of   text   and   documents:   a   survey,” International journal      on      
Document      Analysis      and      Recognition IJDAR) (7), 25, pp.84-104.  

9. C.Thillou     and     B.Gosselin, “Natural     Scene     Text Understanding,”In Vision Systems: Segmentation   and Pattern     Recognition, Ed.  
Croatia:  I-Tech education And Publishing, 2007, pp. 307-332.  

10. K...Jung, “Text information extraction in images and video: a survey,” Pattern Recognition, vol. 37,   no. 5, pp.977-997, 2004.   
11. A.K.    Jain and B.    Yu,    Automatic    Text    Location    in   Images    and    Video    Frames,    Pattern    Recognition,    31   (1998) 2055-

2076.   
12. L. Agnihotri and N. Dimitrova. Text Detection for Video Analysis. In Proc. of the International Conference on Multimedia Computing and 

Systems, Florence, Italy, pp. 109-113, 1999.  
13. H. Li and D. Doermann. Automatic Text Tracking In Digital Videos.  In Proc. of IEEE 1998 Workshop on Multimedia Signal Processing, 

Redondo Beach, California, USA, pp. 21-26, 1998.  
14. V.Wu, R. Manmat ha and E. M. Riseman. Finding Text in Images inProc of Second ACM International Conference on Digital Libraries, 

Philadelphia, PA, pp.2326, 1997.  
 

http://www.ijircce.com

