
  
                         
                        ISSN(Online): 2320-9801 
           ISSN (Print) :  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 5, May 2016         
 

Copyright to IJIRCCE                                                              DOI: 10.15680/IJIRCCE.2016. 0405238                                        9502                                  

 

Ranking of Mobile Apps based on Opinion 
Mining 

 
Manisha Dubey1, Prof.Tripti Sharma2 

M.Tech Student, Dept. of Computer Science Engineering, R.C.E.T, Bhilai, Chhattisgarh, India1 

Associate Professor, Dept. of Computer Science Engineering, R.C.E.T, Bhilai, Chhattisgarh, India2 

 
ABSTRACT: Today, the enormous growth in mobile apps enables the users to most effective use of their mobile 
phones. Facing the huge quantity of apps, app retrieval and app recommendation become vital, since users will simply 
use them to obtained their desired apps .To get high-quality retrieval and recommending results, app recommendation 
system is necessary. The aim of App recommendation Systems is to recommend desired apps to users. The researchers 
explored all the strategies of recommendation system depend on Collaborative Filtering, Content-Based Filtering and 
Hybrid filtering approach. The Collaborative filtering approach, recommending apps to users by analysing their (user) 
behaviour. Those recommendations help users in discovering apps by refer to the experiences or information from 
other users. However, the user choices may be limited because most users only know about few numbers of apps. The 
significant downside of the content based methodology is its failure to distinguish characteristics of things, which are 
not machined comprehensible or reasonable. Here we propose an integrated approach of collaborative filtering and 
content based filtering by combining app review and app ratings from user given in web. After the successful 
experimentation, it is found that the proposed algorithm has an satisfactory performance. 
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I. INTRODUCTION 
 
MobileThe amount of data within the internet has greatly magnified within the past decade attributable to growth of 

internet and social networks several user access and share knowledge on web a day. Great deal of user generated 
knowledge is present on internet as blogs, reviews tweets, comments etc. This knowledge involves user’s opinion, 
review, attitude, experience towards product, topic, event, news etc. Opinion mining (sentiment analysis) could be a 
method of finding users’ opinion from user-generated content. 

Recommender systems area unit tools and techniques that offer users with suggestions on things or info that will be 
of use or of interest to them. They need been applied in several areas to fulfil the challenge of data overload, e.g., 
recommending books, movies, etc. There are 3 main approaches adopted by current recommender systems that area 
unit listed below. 

Content-based (CB) methodologies area unit ways that impose things like what given purchasers have favoured once 
it slow.[1] They exploit the issue includes but confront challenges in areas that have innate problems in programmed 
highlight extraction, e.g., mixed media info. to boot they could impose things that area unit too comparable, creating it 
not possible to 1 another and barely comprehend the inclinations of latest purchasers . 

Collaborative filtering (CF) methodologies area unit ways that counsel things that completely different purchasers 
with comparable tastes and inclinations have picked once some time[1] . They exploit human judgements to boot 
expertise the sick effects of the new-client issue. CF routines likewise confront the new-thing and spareness problems, 
wherever shopper evaluations area unit an extended method from equal to manufacture precise suggestions. 

[3]In most of app stores, one app corresponds to 1 webpage. Taking Google play for instance, every webpage in it's 
four components. the primary half includes app’s name and its rate marked by stars. The second half is app’s 
description (also will be known as app’s context). The third half includes reviews provided by users. In this paper we 
combines app description and app review, app rating and by together we have a tendency to right computation we 
advocate the required app in line with the user. 
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II. RELATED WORK 
 
Nowadays, folks not solely think about good phone as the simplest way to speak, however additionally regard it as 

associate instrument for recreation, study, work, and business. For this reason, a lot of and a lot of apps are discharged 
to boost and extend the flexibility of good phone. Facing the big and huge quantity of apps, the task of a way to  
framework their relationship becomes a lot of helpful. With it, app retrieval and app recommendation are simple to be 
performed. 

In fact, the methods where calculation of entity relationship is often directly calculate relationship between apps. The 
analysis on entity relationship calculation has been initiated and promoted by the Message Understanding Conferences 
(NUCs) [6] and therefore the authority Automatic Content Ex-traction (ACE) program [7]. There are 2 typically 
acceptable ways in which to perform entity relationship calculation. a method is lexicon primarily based. the opposite 
method is data point primarily based. They are introduced within the following paragraphs. 

Dictionary based method (sometimes known as information based way) depends on skilled thesauruses to extract 
attributes to calculate entity relationship (or app relation-ship). The thesauruses are designed by specialists, and 
infrequently organize entities by hierarchy. The entities with the similar meanings are classified along. Word web is 
simply a typical example. With its data structure, one will simply tell entity relationship in terms of the position of 
entity [8]. sadly, most of recent thesauruses don't import apps as their terms, therefore it's not possible to extract 
attributes from them to represent apps, that causes lexicon primarily based method unsuitable for app relationship 
calculation. To our information, the sole methodology to use this fashion is to expand attributes by thesauruses that are 
already extracted from the opposite corpus (e.g. web data). 

 
III. PROBLEM IDENTIFICATION 

 
Opinion Mining additionally known as sentiment analysis could be a method of finding user’s opinion towards a 
subject or a product. Sentiment or opinion mining finally ends up whether or not client's perspective is positive, 
negative, or neutral concerning item, subject, occasion so forth. Feeling mining and summary method embrace 3 
primary steps, initial is Opinion Retrieval, Opinion Classification and Opinion Summarization[13]. Survey Text is 
recovered from audit sites. Supposition content in internet journal, audits, remarks so forth contains subjective 
information concerning theme. Audits named positive or negative survey. Feeling summary is made in lightweight of 
parts conclusion sentences by considering continuous components around some extent. 
 

A. Opinion Retrieval 
It is the strategy of collection review or opinions text from completely different review websites. The different 

review websites contain reviews for merchandise, movies, hotels and news.  The data retrieval techniques like internet 
crawler can be applied to collect the review text data from manyonline  sources and store them in data. This step 
involves retrieval of reviews, small blogs, and comments of user. 
 

B. Opinion Classification 
In sentiment analysis  the primary step is classification of review text.  A review document say as, D = {d1…..d1} 

and a pretend categories set C = {positive, negative}, sentiment classification is to classify each di in D, with a label 
expressed in C. The approach proposed that classifying review text into two ways namely positive and negative. 
 

C. Opinion Summarization 
The opinion summarization is a major part in opinion mining process. The reviews summary should bebased on 
features or subtopics that are given in reviews. Many researches have been done on product reviews summarization [4]. 
The opinion summarization process involves the following two methods. Featurebased summarization is an opinion 
summarization involves finding of frequent features or terms that are coming inmany reviews. The summary is 
proposed by selecting those sentences that contain particular feature information.Term frequencyis counting the number 
of term occurrences in a document. If a term has greater frequency it means that term is more important for brief 
presentation. In many product reviews some product features appear frequently and associated with user reviews about 
it.  
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Fig.1. Hierarchy of Data Mining 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Architecture of Opinion Mining 
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IV. METHODOLOGY 
 
Reviews contain convenient information about apps, such as user’s viewpoint. Description of apps describe about 

various features and facility provided by the apps. Rating system shows that that particular app is how much applicable 
for desired work.Theopinion summarization is given by recommendation systems. The recommendation systems are 
based totally on computer algorithms that are used widely in e-commerce to recommend items to user. The 
recommendations are about suggesting which items we have to buy, social networking connections, news reading and 
which movies to rent among many others. The most popular websites that use recommendation systemis  
AMAZON.com. that  providesa illustrated web page to each individual user. There are  various available websites that 
uses recommender systems to recommends movies and TV shows such as Netflix. These systems are generally suggest 
a list of N top items relevant to the user. The algorithm set the rules through which items are retrieved and these 
algorithms also advised the topmost items from the  givenlist, depending on the interface. Recommendation systems 
were developed to make day to day decisions easier. The different information filtering approach is used as follows: 
 

A. DATA COLLECTION 
 

Data was collected from online sources i.e. Apps reviews, rating and description available on internet. Data are 
collected from GOOGLE PLAY and various App Stores. Here we collecting data from Apps available in Google play 
like games app are Candy crush, Angry birds, NFS, Subway Surfers, Hill climbing.Some Video chat apps are :Oovoo, 
Imo, Tango, Viber, Skype. Online shopping apps are : Amazon, Flipkart, ebay, Olx, Snapdeal.Some Music apps 
:Gaana, Saavan, Google play music, Hungama, Wynk .Hence for each app we collect  their reviews given by user, 
ratings given by user and description given in app store. 
 

 
 

Fig. 3. Flowchart of data preprocessing 
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B. PREPROCESSING METHODS 

 
For data preprocessing,  here we used the hybrid system and we propose an integrated model that combines both the 
content based filtering approach and collaborative filtering approach. We use reviews given by user that is called 
content filtering approach and we use description of apps that is given by developer of app and also used rating of app 
that is provided by user. By using all three sections we rank the app and better recommend the app. 
The algorithm used for head word extraction from user description of apps, user rating and user review are as follows: 

 Stemming algorithm 
 Stop ward filtering 

 
I. Stemming Algorithm 

Stemming is the term derived from semantic morphology and data recovery to represent the procedure for lessening 
bent (or now and then inferred) words to their statement stem, base or root structure—all things are created a word 
structure. The stem need not be indistinct to the morphological foundation of the word, it’s ordinarily adequate that 
connected words guide to the same stem, regardless of the chance that this stem isn’t in itself a legitimate root. 
Numerous internet search tools treat words with the same stem as equivalent words as a kind of inquiry extension, a 
procedure called conflation. Stemming projects are commonly alluded to as stemming calculations or stemmer. 

 
II. Stop ward filtering 
stop words are words that are filtered out before or when process of natural language information (text).[1] Though 

stop words typically refer to the foremost common words in a very language, there is no single universal list of stop 
words employed by all natural language processing tools, and necessary not all tools even use such a list. Some tools 
specifically ignore to removing these stop words forsupport  thephrase search. 
 

C. FEATURE EXTRACTION 
 

I. Term Frequency 
 
tf–idf, briefly used for term frequency–inverse document frequency, is a numerical statistic that's supposed to 

replicate however vital a word is to a document corpus. It is commonly used as a weighting factor for retrieval and text 
mining. The tf-idf value will increase proportionately to the range of times a word seems within the document, but is 
equivalent by the frequency of the word in the online corpus, which helps to modify for the fact that some words seems 
more frequently 

 
II. Inverse document  Frequency 
 
The inverse document frequency finds that what quantity of information the word provides, that means term is 

common or not often across all documents. It is the logarithmically scaled fraction of the documents that contain the 
word, calculated by dividing the total number of documents by the quantity of documents containing the term, and after 
taking the logarithm of that quotient. 

After weight computation we recommend the user desired apps. This is the way of computation of our integrated 
recommendation system. 

 
D.  COLLECTIVE WEIGHT COMPUTATION AND RECOMMENDATION 

 
K-NEAREST NEIGHBOR CLASSIFIER 
 
 The k-NN classifier is a popular and widely used machine learning classifier which is known for its classification. 

On the cluster centers when we  apply the 1-nearest neighbor obtained by k-means to classify new data  items into the 
existing  clusters. This is referred as nearest centroid classifier. 

k-NN is also called as an instance-based learning, or lazy learning technique in which the function is only 
locallyapproximated and all computation is postponed until classification. In all machine learning algorithms the k-NN 
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algorithm is one of the simplest algorithm.Both for regression and classification, this algorithm is useful to assigning 
weight to the contributions of the neighbors and the nearer neighbors giving contribution to the average than the more 
distant ones .In a weighting procedure,suppose d is the distance to the neighbor, contributes each neighbor a weight of 
1/d.Here we use  k means  classifier for classifying the 30apps that which app belong to 5  classes  of  following apps 
like finance apps, music apps, video chat apps ,games apps, and news apps and shopping apps. 

 
V. RESULTS 

 
MATLAB (matrix laboratory) is a multi-standard numerical computing environment It is a fourth generation 
programming language developed and by Math Works Corporation. This language allows implementation of various 
algorithms ,matrix calculations and manipulations,generation of user interfaces, plotting of functions and data,  and 
combining with programs written in  different languages, such as, Fortran , Python ,C,C++ and JAVA. 
The result is calculated by collective weight computation done by app description, app ratings and app reviews and the 
query inserted by user. Here the result is based on three criteria fulfilled by all apps .First of all we compute Highest 
ratings app between their similar class apps. Second we give highest positive review’s apps and third we compute 
highest negative review apps, based on three computation user will decide which is suitable for his need. 

Thefigure 4 shows that graph is plotted between various financial apps and their frequencies. According to their 
positive reviews, negative reviews, a neutral reviews and user ratings we recommend the ANDRO MONEY is the best 
Positive review app. 

The figure 5 shows that graph is plotted between various Games apps and their frequencies. According to their 
positive reviews the HILL CLIMBING is best but according to the ratings given by user ANGRY BIRDS are the best 
app. So user 

 
Fig.4.Graph plot between various financial apps and their frequencies             Fig.5. Graph plot between various games apps and their frequencies 
 

VI. CONCLUSION AND FUTURE WORK 
 
In this work, we rank the android based Mobile Application. Based on integrated filtering approach of clustering 

approach .Thissystem provides more suitable recommendation information to users. Content based filtering is used to 
cluster optimal groups and Collaborative filtering made recommendation results based on user’s review, rating and 
preferences. The initial results showed that ourappulse is successfully generated the recommendation results matching 
with thegroup of users. 

It is found that recommended system designed by proposed algorithm is concluding 85% average accuracy final 
result based on number of positive comments. As for the future work, we need to analyze more reasonable other 
technologies to introduce in this project to enhance the quality and quantity of services tousers. 

 
REFERENCES 

 
1. Xiao Xia, Xiaodong Wang” Evolving Recommender System for Mobile Apps: A Diversity Measurement Approach” Smart Computing 

Review, vol. 3, no. 3, June 2013 



  
                         
                        ISSN(Online): 2320-9801 
           ISSN (Print) :  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 5, May 2016         
 

Copyright to IJIRCCE                                                              DOI: 10.15680/IJIRCCE.2016. 0405238                                        9508                                  

 

2. Mohammad Aamir ,M.bhursy” Recommendation System: State of the Art Approach.International Journal of Computer Applications (0975 – 
8887)Volume 120 – No.12, June 2015, 

3. Ming Liu, Chong Wu, Xiang-Nan Zhao,”APP Relationship Calculation: An Iterative Process”Published by the IEEE Computer Society  
vol.27,Issue No.08,pp: 2049- 2063,Augist 2015. 

4. Vijay .B.Raut et al, “Survey on Opinion Mining and Summarizationof User Reviews on Web”, International Journal of ComputerScience and 
Information Technologies (IJCSIT),Vol 5(2),1026-1030,2015. 

5. F. Ricci, “Mobile Recommender Systems”. International Journal of Information Technology and Tourism vol. 12, issue 3, pp. 205-231, 2011. 
6. M.F. Porter, An algorithm for suffix stripping, Program, 14(3) pp 130−137,1980. 
7. Ralph Grishman, and Beth Sundheim, “Message Understand-ing Conference-6: A Brief History”, Proceedings of the 16th Inter-national 

Conference on Computational Linguistics, pp. 466-471, 1996. 
8. George R. Doddington, Alexis Mitchell, Mark A. Przybocki, Lance A. Ramshaw, Stephanie Strassel, and Ralph M. Weische-del, “The 

Automatic Content Extraction (ACE) Program–Tasks, Data, and Evaluation”, Proceedings of the Fourth International Conference on 
Language Resources and Evaluation, pp. 837-840, 2004. 

9. Hongzhe Liu, Hong Bao, and De Xu, “Concept Vector for Semantic Similarity and Relatedness based on WordNet Structure”, Journal of 
Systems and Software, vol. 85, no. 2, pp. 370-381, 2012 

10.  Jovian Lin, Kazunari Sugiyama, Min-Yen Kan, and Tat-Seng Chua, ”Addressing Cold-Start in App Recommendation: Latent User Models 
Constructed from Twitter Followers”, Proceedings of the 36th International ACM SIGIR Conference on Research and Development in 
Information Retrieval, pp. 283-292, 2013. 

11. Jognwoo Kim, Sanggil Kang, Yujin Lim, and Hak-Man Kim, “Recommendation Algorithm of the App Store by Using Se-mantic Relations 
between Apps”, The Journal of Supercomputing, vol. 65, no 1, pp. 16-26, 2013. 

 
BIOGRAPHY 

 
Manisha Dubey is a M.Tech Scholar in the Computer Science Engineering Department in Rungta College of 
Engineering  and Technology, Bhilai,(Chhattisgarh)India. She received Bachelor of Engineering degree in 2011 from 
C..S.V.T.U, Bhilai, CG, India. Her research interests are Data Mining , Opinion Mining,Text Miningetc.  

 
 


