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ABSTRACT: Clustering is one of the most important approaches used for exploratory data analysis. Clustering aims at 
grouping the similar patterns into the same cluster and finding the meaningful structure of the data. Due to the rapid 
growth of data, recent past spectral clustering has become the well accepted method for clustering and it predicts cluster 
labels by exploiting the various similarity graphs of data points. Spectral clustering is a technique which relies on the 
eigenstructure of a similarity matrix to partition points into disjoint clusters with points in the same cluster having high 
similarity and points in various clusters having low similarity. Spectral clustering method plays a vital role in many 
applications such as data mining, pattern recognition, machine learning, image segmentation and speech processing for 
discovering meaningful patterns of data. This research paper presents a review on spectral clustering and its 
applications.  
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I. INTRODUCTION 
 

Clustering is one of the most widely used approaches for exploratory data analysis. Clustering is a fundamental 
technique that has been widely explored and applied in various application domains such as data mining, pattern 
recognition, machine learning and image segmentation. Clustering aims at grouping the similar patterns into the same 
cluster and discovering the meaningful structure of the data. In the past many clustering algorithms have developed 
which include K-means clustering, C-means clustering and Fuzzy C-Means clustering. These traditional algorithms are 
depending upon the knowledge or acquisition of similarity information to relate data items to each other. K-means 
clustering is one of the most classical data clustering algorithms and has extensively applied in practice because of its 
simplicity and effectiveness [5].  

 
Due to the rapid growth of data, the various challenges have posed on clustering are: partitioning the high 

dimensional data into different clusters, correlations among related clustering tasks, capturing of individual tasks, and 
clustering out-of-sample data [25]. In order to handle the above challenges and achieve better clustering performance, 
recent past spectral clustering technique has been proposed. Spectral clustering performs well in partitioning the data 
with more complicated structures compared to traditional clustering techniques since spectral clustering puts more 
efforts on mining the intrinsic data geometric structures. The fundamental idea of spectral clustering is predicts cluster 
labels by exploiting the different similarity graphs of data poin ts. Spectral clustering uses information obtained from 
the eigenvalues and eigenvectors of their adjacency matrices for partitioning of graphs. 

 
Spectral clustering is a well accepted method for clustering and it uses the top eigenvectors of a matrix derived from 

the distance between points [15]. Spectral clustering is simple to implement, can be solved efficiently by standard linear 
algebra methods, and outperforms traditional clustering algorithms such as the K-means algorithm [21]. Given a sparse 
similarity graph, in spectral clustering can be implemented efficiently even for large data sets [22]. Spectral clustering 
is a powerful technique in data analysis that has found increasing support and application in many areas. This research 
paper presents a review on spectral clustering and its applications.  
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The paper is organized as follows. Section II describes the concept and process of spectral clustering. Section III 
presents the key steps, stages, and categories of spectral clustering algorithm. Section IV provides the application areas 
of spectral clustering and Section V concludes the paper. 

 
II. SPECTRAL CLUSTERING 

 
Spectral clustering is a technique which relies on the eigenstructure of a similarity matrix to partition points into 

disjoint clusters with points in the same cluster having high similarity and points in different clusters having low 
similarity [1]. Spectral clustering is an important clustering technique inspired by spectral graph theory and often 
performs better than traditional clustering methods such as K-means and C-Means clustering. Spectral clustering is 
used for grouping N data points in an I-dimensional space into several clusters. Each cluster is parameterized by its 
similarity, which means that the points in the same group are similar and points in different groups are dissimilar to 
each other. Spectral clustering refers to the general technique of partitioning the rows of a matrix according to their 
components in the top few singular vectors of the matrix. Spectral clustering reduces the dimensions using the 
eigenvalues of the similarity matrix of the data. 

 
In spectral clustering, the first step is to create a similarity graph with vertices corresponding to the data points to be 

clustered and edges corresponding to the affinities between data points. This graph can be represented by an adjacency 
matrix W, also commonly referred to as an affinity matrix, where wij denotes the edge weight or affinity between 
vertices i and j. The data is represented by an np matrix X, with rows corresponding to data points and columns to 
features. The affinities wij are given by a positive semi-definite similarity function s (Xi, Xj) where Xi denotes the ith 
row of X.  

 
The two mathematical objects used by spectral clustering are similarity graphs and graph Laplacians [21]. 
 

A. Similarity graphs: 
Given a set of data points x1….xn and some notion of the similarity is sij >=0 between all pairs of data points xi and xj, 
the primary goal of clustering is to divide the data points into several groups such that points in the same group are 
similar and points in various groups are dissimilar to each other. The goal of constructing similarity graph is to model 
the local neighborhood relationships between the data points. 
 

 Representing the data in the form of the similarity graph is G = (V, E). Each vertex vi in the graph represents a data 
point xi. Two vertices are connected if the similarity sij between the corresponding data points’ xi and xj is positive or 
larger than a certain threshold, and the edge is weighted by sij. Now the problem of clustering can be reformulated by 
using the similarity graph: to find a partition of the graph such that the edges between various groups have very low 
weights (which means that points in different clusters are different from each other) and the edges within a group have 
high weights (which means that points within the same cluster are same to each other).  
The different similarity graph constructions which are exists to transform a given set x1…..xn of data points with 
pairwise similarities sij or pairwise distances dij into a graph. The several popular similarity graphs used in spectral 
clustering are €-neighborhood graph, K-nearest neighbor graphs and fully connected graph. 
 
B. Graph Laplacians:  

Graph Laplacian matrices are the main object for spectral clustering. The two types of graph Laplacians with their 
important properties are defined as the following. 
 

• The unnormalized graph Laplacian 
The Unnormalized graph Laplacian matrix is defined as L= D – W and the matrix L satisfies the following 

properties: 
Step 1: For every vector f € Rn. 
Step 2: L is symmetric and positive semi-definite. 
Step 3: The smallest eigenvalue of L is 0 and the corresponding eigenvector is the constant one vector. 
Step 4: L has ‘n’ non-negative and real-valued eigenvalues. 
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 The normalized graph Laplacian 
There are two matrices such as symmetric matrix and random walk are called as normalized graph Laplacians 

which are closely related to each other and are defined as follows: 

                                                Lsym: = D-1/2 LD-1/2 = I – D-1/2 WD-1/2 
                                                Lrw: = D-1 L = I – D-1W. 
 
Where, the first matrix Lsym  is denoted as symmetric matrix and the second matrix Lrw is denoted as closely related to a 
random walk. 
 

III. SPECTRAL CLUSTERNG ALGORITHM 
 

The spectral clustering methods are common graph-based approaches to unsupervised clustering of data. Spectral 
clustering algorithms are typically starts from the local information encoded in a weighted graph on the data and cluster 
according to the global eigenvectors of the corresponding (normalized) similarity matrix. [14]. In spectral clustering for 
each individual task, an explicit mapping function is used simultaneously learnt for predicting cluster labels by 
mapping features to the cluster label matrix. Meanwhile, that the learning process can naturally incorporate 
discriminative information to further improve clustering performance.  

 
Spectral clustering algorithm consists of one significant step to construct a similarity matrix and the goal of 

constructing the similarity matrix is to model the local neighborhood relationships between the data vertexes. A good 
similarity matrix is greatly responsible for the performance of spectral clustering algorithms. The spectral algorithm 
depends on the time it takes to find the top k singular vectors [11]. This algorithm is start by presenting the data points 
in the form of similarity graph, and then need to find a partition of the graph so that the points within a group are same 
and the points between different groups are dissimilar to each other and the partition can be done in various 
normalization methods [26].            
 
The key steps of spectral clustering algorithm are: 
 
Gives a set of points S = {S1..., Sn} in a high dimensional space R.  
 

• Form the affinity matrix A€R. 
• Define D to be the diagonal matrix and construct the Laplacian matrix L.  
• Obtain the eigenvectors and eigenvalues of L. 
• Find x1, x2... xk, the k largest eigenvectors of L and form the matrix X= [x1, x2... xk] €Rn k by stacking the 

eigenvectors as columns. 
• Form the matrix Y from X by renormalizing each of X’s rows to have unit length.  
• Treating each row of Y as a point in Rk, cluster them into k clusters using any clustering algorithm. 
• Finally assign the original point Si to cluster j if only if row i of the matrix Y has assigned to cluster j. 

 
IV. LITERATURE SURVEY 

 
Spectral clustering algorithm efficiency is mainly based on the fact that it does not make any assumptions on the 

form of the clusters and this property comes from the mapping of the original space to an eigen space. Spectral 
clustering is a promising approach to clustering and  the various notable spectral clustering algorithms have been 
proposed in the literature which include Shi and Malik, 2000 [17]; Meila, Shi, 2001 [13]; Ding, Zhang, Zhang et al., 
2010 [4]; Ng, Jordan and Weiss, 2002 [15]; Kannan, Vempala and Vetta, 2000 [11]; Ding, He and Simon, 2001 [28]; 
Bach and Jordan, 2006 [1]; von Luxburg, 2007 [21], Zhang and Jordan, 2008 [27]. 
The various existing spectral clustering algorithms perform spectral clustering which consists of three stages as follows 
[22]:  
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• Preprocessing – This stage is used to form the normalization of the similarity matrix S.  
• Spectral Mapping – In this stage, eigenvectors of the preprocessed similarity matrix are computed. Each data 

point ‘i’ is mapped to a tuple representing the values of component ‘i’ in the aforementioned eigenvectors. 
• Postprocessing/Grouping – This stage clusters the data in the original or spectral domain. 

In general, the developed spectral algorithms are categorized based on the number of eigenvectors they use for 
partitioning [22]. They are recursive spectral, multiway spectral and non-spectral methods.  Recursive spectral 
algorithms split the data into two partitions based on a single eigenvector and are then are recursively used to generate 
more partitions. Multicut spectral algorithms split the data into multiway partitions directly using information in 
multiple eigenvectors. Non-spectral methods use a simple grouping algorithm that clusters the data quickly.  
 

V. APPLICATIONS OF SPECTRAL CLUSTERNG 
 

Spectral clustering has extensive applications in many fields and it has been successfully applied to image 
segmentation, pattern recognition, educational data mining and speech processing.  

 
• Image segmentation 

In image segmentation, spectral clustering calculates the similarity between each pair of pixels in the process of 
segmenting images. The spectral clustering in image segmentation is used to find similar matrix feature vector which 
reflects the similarity between data detect the internal structure of the data and solve them with the standard linear 
algebra method. Spectral clustering technique can cluster any sample space in any shape. Spectral clustering algorithm 
is to build an undirected graph and then make a multi-channel division. The similarity matrix is provided as an input 
and consists of a quantitative evaluation related to similarity of each pair of points in the dataset.  

Many research works have been proposed to use spectral clustering in image segmentation [23], [24]. Image 
segmentation based on spectral clustering improves the quality of image segmentation and reduce the computational 
complexity. Spectral method reduces dimensions using the Eigen values of the similarity matrix of the data and is used 
to group number of data points. The advantage of spectral clustering in image segmentation is generating good results 
and also reducing the computation lay out. However the disadvantage of spectral clustering is when the image 
resolution is high, the spectral clustering method can lead to overlarge adjacency matrix. 

 
• Pattern recognition  

In pattern recognition the spectral clustering algorithm is used to clusters data using eigenvectors of a similarity 
matrix derived from dataset. The spectral clustering in pattern recognition used only for informative eigenvectors is 
employed for determining the number of clusters and performing clustering. Spectral clustering gives more efficient 
and accurate estimation of the number of clusters and better clustering results. 

Spectral clustering technique has been widely used in pattern recognition research work [10], [28], [16]. The 
advantage of spectral clustering in pattern recognition is used to derive the similarity/affinity matrix from original 
dataset. The disadvantage of spectral clustering is not to perform effective clustering for noisy and sparse data.  

 
• Speech processing  

In speech separation, the spectral clustering is aimed to provide a methodology for finding elongated clusters while 
being more robust to noise. Spectral clustering in speech separation relies on the eigenstructure of a similarity matrix to 
partition points into disjoint clusters, with points in the same cluster having high similarity and points in different 
clusters having low similarity. The use of spectral clustering in speech separation is time-consuming for feature 
selection.  

 
Spectral clustering technique has been widely used in speech separation research work [1], [6], [9]. The advantage of 

spectral methods in speech separation has involved the design of numerical approximation schemes that exploit the 
different time scales present in speech signals. The disadvantage of applying spectral method in speech separation is to 
manipulate similarity matrices of dimension. 
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• Educational data mining 
In educational data mining, the spectral clustering is used to find the meaningful clusters to predict the student 

performance in new representation. Spectral clustering is a graph theoretic for metric modification such that it gives a 
much more global notion of similarity between data points. The spectral clustering in educational data mining finds 
groupings by analyzing the top eigenvectors of the affinity matrix and returns the better results.  

 
Spectral clustering technique has been widely used in educational data mining research work [19], [7], [3], [18], 

[12], [20]. The advantage of spectral clustering in educational data mining is to find better prediction with less time. 
The disadvantage of spectral clustering is prediction can made only one cluster model. 
 

VI. CONCLUSION 
 

Spectral clustering is one of the most widely used clustering approaches for exploratory data analysis. Spectral 
clustering is simple to implement and can be solved efficiently by standard linear algebra methods, and performs better 
than traditional clustering algorithms. This research paper reviews the concept, algorithm and the application areas of 
spectral clustering. Spectral clustering algorithms relies on the eigenstructure of a similarity matrix to partition points 
into disjoint clusters with points in the same cluster having high similarity and points in different clusters having low 
similarity. Several spectral clustering algorithms have been proposed in the literature which is categorized based on the 
number of eigenvectors they use for partitioning. Even though, a number of spectral clustering algorithms have been 
developed, there are still many issues to be handled to meet the demands of advanced applications. 
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