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ABSTRACT: This paper presents an overview of how TCP can be adapted to Ad hoc Networks. TCP was originally 

designed to provide reliable end to end delivery. To adapt TCP over the mobile Adhoc Networks, it is necessary to 

classify and identify the losses. Network congestion is not the only reason for loss in Ad hoc Networks.TCP can be 

affected by the mobility of the nodes, route failures, wireless channel contention, unfairness. This paper compares and 

examines the main approaches which would help in adapting TCP to mobile Ad hoc networks environment. 
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I. INTRODUCTION  

 

 Ad hoc networks are complex distributed systems that consist of wireless mobile or static nodes that can freely and 

dynamically self-organize. In this way they form arbitrary and temporary, “ad hoc” network topologies, allowing 

devices to seamlessly interconnect in areas with no pre-existing infrastructure. 

 

The Transmission Control Protocol (TCP) was designed to provide reliable end-to-end delivery of data over unreliable 

networks. In practice, most TCP deployments have been carefully designed in the context of wired networks. Ignoring 

the properties of wireless ad hoc networks can lead to TCP implementations with poor performance. In order to adapt 

TCP to the ad hoc environment, improvements have been proposed in the literature to help TCP to differentiate 

between the different types of losses. 

  

II. PROBLEMS OF TCP IN AD HOC NETWORKS: 

 

TCP is a connection-oriented transport layer protocol that provides reliable, in-order delivery of data to the TCP 

receiver. Usage of TCP without any modification to suit mobile ad hoc networks, results in a serious drop in 

connection’s throughput. There are several reasons for such a drastic drop in TCP throughput and below sections 

examines these reasons in brief. 

 

Effect of a High BER: Bit errors causes the packets to get corrupted which result in lost TCP data segments or 

acknowledgment. When acknowledgment do not arrive at the TCP sender within a short amount of time [the retransmit 

timeout (RTO)],the sender retransmits the segment, exponentially backs off its retransmit timer for the next 

retransmission, reduces its congestion control window threshold, and closes its congestion window to one segment. 

Repeated errors will ensure that the congestion window at the sender remains small resulting in low throughput [1], [3]. 

It is important to note that error correction may be used to combat high BER but it will waste valuable wireless 

bandwidth when correction is not necessary. 

 

Effect of Route Recomputations: When an old route is no longer available, the network layer at the sender attempts to 

find a new route to the destination [in dynamic source routing (DSR) [8] this is done via route discovery messages 
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while in destination-sequenced distance-vectoring (DSDV) [11] table exchanges are triggered that eventually result in a 

new route being found]. It is possible that discovering a new route may take significantly longer than the RTO at the 

sender. As a result, the TCP sender times out, retransmits a packet, and invokes congestion control. Thus, when a new 

route is discovered, the throughput will continue to be small for some time because TCP at the sender grows its 

congestion window using the slow start and congestion avoidance algorithm. This is clearly undesirable behavior 

because the TCP connection will be very inefficient. If we imagine a network in which route computations are done 

frequently (due to high node mobility), the TCP connection will never get an opportunity to transmit at the maximum 

negotiated rate (i.e., the congestion window will always be significantly smaller than the advertised window size from 

the receiver). 

 

Effect of Network Partitions: It is likely that the ad hoc network may periodically get partitioned for several seconds at 

a time. If the sender and the receiver of a TCP connection lie in different partitions, all the sender’s packets get dropped 

by the network resulting in the sender invoking congestion control. If the partition lasts for a significant amount of time 

(say, several times longer than the RTO), the situation gets even worse be-cause of serial timeouts. A serial timeout is a 

condition wherein multiple consecutive retransmissions of the same segment are transmitted to the receiver while it is 

disconnected from the sender. All these retransmissions are, thus, lost. 

 

The following are the major problems which reduce the performance of TCP 

 

• TCP is unable to distinguish between losses due to route failures and losses due to network congestion. 

• TCP suffers from frequent route failures. 

• The contention on the wireless channel. 

• TCP unfairness. 

 TCP performance in such networks suffers from significant throughput degradation and very high interactive 

delays 

 

III. RELATED WORK 

 

TCP PERFORMANCE OVER MANETS:  

Monks et al. [2], investigated the impact of mobility on TCP throughput in MANETs. In their simulation scenarios, 

nodes move according to the random way-point model with 0s pause time. The speed of node was uniformly 

distributed for some mean speed v. DSR was used at the routing layer and it was found that when the mean speed 

increases from 2m/s to 10m/s the throughput drops sharply. But, when it increases from 10m/s to 30m/s the throughput 

drops slightly. It was also observed that, for a given mean speed, certain mobility patterns achieve throughput close to 

0, although the other mobility patterns are able to achieve high throughput. By analyzing the simulations trace of 

patterns of low throughput, they found that the TCP sender’s routing protocol is unable to quickly recognize and purge 

stale routes from its cache, which results in repeated routing failures and TCP retransmission timeouts. For patterns of 

high throughput they found that most of time the TCP sender and receiver are close to each other. By examining the 

mobility patterns, the authors observe that as the sender and receiver move closer to each other, DSR can maintain a 

valid route. This is done by shortening the existing route before a routing failure occurs. However, as the sender and 

receiver move away from each other, DSR waits until a failure occurs to lengthen a route. 

 

To prevent TCP invocation of congestion control that deteriorates TCP throughput in case of losses induced by 

mobility, Monks et al. suggest the usage of explicit link failure notification (ELFN) technique. “TCP treats losses 

induced by route failures as signs of network congestion”, Anantharaman et al. identify a set of factors that contribute 

also to the degradation of TCP throughput in the presence of mobility. These factors are: MAC failure detection and 

route computation latencies. The MAC failure detection latency is defined as the amount of time spent before the MAC 

concludes a link failure. They found that in the case of the IEEE 802.11 protocol, when the load is light (one TCP 

connection) this latency is small and independent of the speed of the nodes. However in case of high load, the value of 

this latency is magnified and becomes a function of the nodes’ speed. The route computation latency is defined as the 

time taken to recompute the route after a link failure. They found that, as for MAC failure detection latency, the route 

computation latency increases with the load and becomes a function of the nodes’ speed in the high load case. Also, the 

authors identify another problem, called MAC packet arrival that is related to routing protocols. In fact, when a link 
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failure is detected, the link failure is sent to the routing agent of the packet that triggered the detection. If other sources 

are using the same link in the path to their destinations, the node that detects the link failure has to wait till it receives a 

packet from these sources before they are informed of the link failure. This also contributes to the delay after which a 

source realizes that a path is broken. 

TCP PERFORMANCE OVER SANETS: 

In [3][4][5][6] the authors report simulation results on TCP throughput in a static linear multi-hop chain, where IEEE 

802.11 protocol is used. In Figure 4, we display a multi-hop chain of N nodes. It is expected that, as the number of hops 

increases, the spatial reuse will also increase. However, simulation results indicate that TCP throughput decreases 

“rapidly” up to a point as the number of hops increases. It is argued that this decrease is due to the hidden terminals 

problem, which increases frames collisions. After a repeated3 transmission failure MAC layer will react by two actions. 

First, the MAC will drop the head-of-line frame destinated to the next hop, we note that this type of drops is known 

also as drops due to contention on wireless channel. Second, the MAC will notify the upper layer about a link failure. 

When the routing protocol of a source node detects a routing failure, it will initiate a route re-establishment process. In 

general the route re-establishment duration is greater than the retransmission timer of the TCP agent; hence the TCP 

agent will enter the backoff procedure and will set its congestion window to 1. Also, as TCP sender’s does not have 

indications on the route re-establishment event, TCP will suffer from a long idle time. During this time, the network 

may be connected again, but TCP is still in the back-off  state. 

 

In [8], Xu and Saadawi study the performance of TCP Tahoe, Reno, New Reno, Sack and Vegas4 over the multi-hop 

chain topology shown in Figure 4, in the case where the IEEE 802.11 protocol is used. It is shown that TCP Vegas 

delivers the better performance and does not suffer from instability. By  tuning the sender TCP’s maximum window 

size (advertised window) to approximately four packets, all TCP versions perform similarly. 

 

Furthermore, the authors investigate the performance of these TCP versions using the delayed-ACK option, as defined 

in RFC 1122. According to the mentioned RFC, the TCP sink will send one TCP ACK packet for every two TCP 

packets received. This option will reduce the contention on the wireless channel, because the data and ACK packets 

share the same wireless channel. Simulating the multi-hop chain with the delayed-ACK option, they report that an 

improvement of 15% to 32%. 

 

IV. PROPOSALS FOR TCP ADAPTATION 

 

A.PROPOSALS TO REDUCE ROUTE FAILURES 

 

The proposals that address the problem of frequent route failures in MANETs can be classified as follows to three 

categories: TCP and network cross layer proposals, network and physical cross layer proposals, and network layer 

proposals.[1] 

 

1) Split TCP: TCP connections that have large number of hops suffer from frequent route failures due to mobility. 

To improve the throughput of these connections and to resolve the unfairness problem, the Split TCP scheme was 

introduced to split long TCP connections into shorter localized segments [10] – see Figure 6. The interfacing node 

between two localized segments is called a proxy. The routing agent decides if its node has the role of proxy according 

to the inter-proxy distance parameter[2]. The proxy intercepts TCP packets, buffers them, and acknowledges their 

receipt to the source (or previous proxy) by sending a local acknowledgment (LACK). Also, a proxy is responsible 19 

for delivering the packets, at an appropriate rate, to the next local segment. Upon the receipt of a LACK (from the next 

proxy or from the final destination), a proxy will purge the packet from its buffer. To ensure the source to destination 

reliability, an ACK is sent by the destination to the source similarly to the standard TCP. In fact, this scheme splits also 

the transport layer functionalities into those end-to-end reliability and congestion control. This is done by using two 

transmission windows at the source which are the congestion window and the end-toend window. The congestion 

window is a sub-window of the end-to-end window.[3] While the congestion window changes in accordance with the 

rate of arrival of LACKs from the next proxy, the end-to-end window will change in accordance with the rate of arrival 

of the end-to-end ACKs from the destination. At each proxy, there would be a congestion window that would govern 

the rate of sending between proxies.[4] 
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2) Detect using signal strength based link management: 

In [8] authors propose two mechanisms for alleviating the effects of mobility on TCP performance. We call these the 

Proactive and the Reactive Link Management (LM) schemes. These schemes are implemented at the MAC layer. We 

also provide a modification of AODV at the network layer that can exploit the presence of the link management 

schemes. Proactive LM tries to predict link breakage, whereas Reactive LM temporarily keeps a broken link alive with 

higher transmission power to salvage packets in transit. In this method they proactively determine the signal strength 

and if its below the threshold they reroute the packets thus avoiding the link failures.[5] 

 

3) MultiPath Routing: 

In [9] the authors investigate an alternative way of utilizing multipath routing. That is, to let TCP only use one path at a 

time and keep the other paths as backup routes, which we refer as backup path multipath routing. Backup path 

multipath routing still maintains several paths from a source to a destination. However, it only uses one path at any 

time. When current path breaks, it can quickly switch to other alternative paths.[6] 

 

B.PROPOSALS TO CLASSIFY THE PACKET LOSS: 

1) TCP-f- It is a feedback-based approach [10] to handle route failures in MANETs. A separate notification 

packet (RFN) is sent to indicate the route failure. On receiving the RFN, the source goes into a snooze state.  

 

2) ELFN-based Technique- This interaction aims to inform the TCP agent about route failures when they occur. 

The authors use an ELFN [11] message, which is piggybacked onto the route failure message sent by the routing 

protocol to the sender. 

 

3) ATCP[14]- To detect packet losses due to channel    errors, ATCP monitors the received ACKs. When     

ATCP sees that three duplicate ACKs have been received, it does not forward the third duplicate ACK but puts TCP in 

the persist state and quickly retransmits the lost packet from TCP’s buffer.[12] 

 

4) TCP-BuS- [13]It uses network feedback to detect route failure events and to take convenient action in 

response to these events.[7] The novel scheme in this proposal is the introduction of buffering capability in mobile 

nodes 

 

C.PROPOSALS TO IMPROVE TCP FAIRNESS 

 

 1) Enhanced RED:  Significant TCP unfairness in ad    hoc wireless networks has been reported during the past 

several years. This unfairness results from the nature of the shared wireless medium and location dependency.[8] If we 

view a node and its interfering nodes to form a “neighborhood”, the aggregate of local queues at these nodes represents 

the distributed queue for this neighborhood. However, this queue is not a FIFO queue.[9] Flows sharing the queue have 

different, dynamically changing priorities determined by the topology and traffic patterns. Thus, they get different 

feedback in terms of packet loss rate and packet delay when congestion occurs. In wired networks, the Randomly Early 

Detection (RED) scheme was found to improve TCP fairness.[10] In this paper, we show that the RED scheme does 

not work when running on individual queues in wireless nodes. We then propose a Neighborhood RED [50](NRED) 

scheme, which extends the RED concept to the distributed neighborhood queue. Simulation studies confirm that the 

NRED scheme can improve TCP unfairness substantially in ad hoc networks. 

 Moreover, the NRED scheme acts at the network level, without MAC protocol modifications. This considerably 

simplifies its deployment.[11] 

  

2) Adaptive_Pause : In wireless ad hoc networks, fair allocation of bandwidth among different TCP flows is one of the 

critical problems that affect the performance of the entire system. This paper proposes a fairness mechanism - 

Adaptive_Pause.[12] Adaptive_Pause is a simple and distributed scheme that only needs little communication and 

processing overhead. Each node monitors the occupation of the channel due to its emissions and dynamically 

determines whether it should pause a time interval in order to avoid channel capture. Comparing to other passive 

schemes in which a node limits its transmission when it receives congestion indication from its neighbors, the proposed 
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scheme is more effective and requires less overhead. Simulation result validated the analysis result and gave the 

optimal parameter setting.[13] Both analytic and simulation results show that Adaptive_Pause scheme can improve the 

TCP fairness 

 

3)  Cross layer approach to Enhance TCP Fairness:[17] 

The basic idea of this approach is to exploit the advertised window field (adw) of TCP segments to limit the 

transmission rate of the TCP sender1. As well known [18], the TCP sender cannot have a number of outstanding 

segments larger than the adw value advertised by its own receiver. Currently, the TCP receiver stamps into the adw 

field the space available into its receiving buffer, in order to avoid saturation  by  a  fast connection.[14] We propose to 

extend the use of adw in order to allow the receiver to limit the transmission rate of 1The algorithm has been conceived 

for unidirectional TCP flows, even if it could be easily extended to the bidirectional case with only some slight 

modifications. the TCP sender also when the path used by the connection exhibits a high frame collision 

probability.[15] In particular, in the proposed cross-layer approach measurements about frame collision probability 

along the path are collected at the MAC layer and are communicated to the TCP receiver in order to properly set adw. 

To this aim, we assume the presence of a specific field, known as nonCollisionProb field, in the MAC Protocol Data 

Unit (MPDU).[16] This field is set equal to the non-collision probability pnc at link level. In particular, pnc is set equal 

to one in frames transmitted at the first hop of a TCP connection. At intermediate nodes, instead, pnc is set by taking 

into account the collision probability pc estimated by the wireless 

nodes from the ratio between the number of retransmitted frames and the total number of transmitted frames. After  a 

frame reception, each node, before the forwarding, sets the pnc value  

 

D.PROPOSALS TO REDUCE WIRELESS CHANNEL CONTENTION: 

 

1)  Rate control based on channel utilization and contention: In ad hoc networks, both contention and congestion can 

severely affect the performance of TCP. In this paper the author shows that the over-injection of conventional TCP 

window mechanism results in severe contentions, and medium contentions cause network congestion.[17] Furthermore, 

introducing two metrics, channel utilization (CU) and contention ratio (CR), we characterize the network status. Then, 

based on these two metrics, we propose a new TCP transmission rate control l mechanism based on Channel utilization 

and Contention ratio (TCPCC). In this mechanism, each node collects the information about the network busy status 

and determines the CU and CR accordingly. The CU and CR values fed back through ACK are ultimately determined 

by the bottleneck node along the flow. The TCP sender controls its transmission rate based on the feedback 

information. [18] 

 

2) Dynamic delayed Ack: This approach [19] aims to reduce the contention on wireless channel, by decreasing the 

number of TCP ACKs transmitted by the sink. It is a modification of the delayed ACK option (RFC 1122) that has a 

fixed coefficient d = 2. In fact, d represents the number of TCP packets that the TCP sink should receive before it 

acknowledges these packets. In this approach, the value of d is not fixed and it varies dynamically with the sequence 

number of the TCP packet. For this reason, the authors define three thresholds l1, l2, and l3 such that d = 1 for packets 

with sequence number N smaller than l1, d = 2 for packets with l1 · N · l2, d = 3 for l2 · N · l3 and d = 4 for l3 · N. In 

their simulations, they study the packet loss rate, throughput, and session delay of TCP New Reno, in the case of short 

and persistent TCP sessions on a static multihop chain. They show that their proposal, with l1 = 2, l2 = 5, and l3 = 9, 

outperforms the standard TCP as well as the delayed ACK option for a fixed coefficient d = 2; 3; 4. They suggest that 

better performance could be obtained by making d a function of the sender’s congestion window instead of a function 

of the sequence number.[19] 

 

3) COPAS: COntention-based PAth Selection proposal [19] addresses the TCP performance drop problem due to the 

contention on the wireless channel.[20] It implements two techniques: the first one is disjoint forward and reverse 

routes, which consists of selecting disjoint routes for TCP data and TCP ACK packets. The second one is dynamic 

Contention-balancing, which consists of dynamically update disjoint routes.[21] Once the contention of a route exceeds 

a certain threshold, called backoff threshold, a new and less contented route is selected to replace the high contended 

route. In this proposal, the contention on wireless channel is measured as a function of the number of times that a node 

has backed off during each interval of time[22]. Also at any time a route is broken, in addition to initiating a route re-
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establishment procedure, COPAS redirects TCP packets using the second alternate route. Comparing COPAS and 

DSR, the authors found that COPAS outperforms DSR in term of TCP throughput and routing overheads.[23]  

The improvement of TCP throughput is up to 90%. However, the use of COPAS, as reported by the authors, is limited 

to static networks or networks with low mobility. Because, as nodes move faster using a disjoint forward and reverse 

routes increases the probability of ro[24]. The modified AODV allows the forwarding of packets in transit on a route 

that is going down while simultaneously initiating a search for a new route failures experienced by TCP connections. 

So, this may induce more routing overheads and more packet losses.[25]  

 

V. CONCLUSION 

 

Four proposals are used to address the route failures. The main cause of route failures is node mobility. Split TCP is 

based on splitting long TCP connections, in term of hops, into short segments to decrease the number of routing 

failures. However, this generates more overheads. In Preemptive routing and Signal strength based link management, 

the problem is addressed by predicting link failures and initiating a route reconstruction before the current route breaks. 

Signal strength based link management proposal uses a more robust approach to predict failures than Preemptive 

routing. Backup routing improves the TCP path availability by storing an alternative path. This path is used when a 

routing failure is detected. Backup routing reports an improvement in TCP throughput of up to 30% with a reduction in 

routing overheads. But, further evaluations are needed especially for the route selection criteria. 

 

In proposals to classify the packet loss, four proposal like TCP-f, ELFN-based Technique, ATCP, TCP-bus on an 

explicit notification from the network layer to detect the route failures. But, they differ in how to detect route re-

establishments 

 

In Proposals to improve TCP fairness, Enhanced RED, Adaptive Pause and a Cross layer approach to Enhance TCP 

Fairness are proposed. In Non work-conserving scheduling proposal, this is done through penalizing greedy nodes of 

high output rate, by increasing their queuing delays at the link layer. However, in Enhanced RED it is up to TCP to 

regulate its transmission rate when it senses packets drop. Enhanced RED is better than Non work-conserving as it does 

not cause degradation in total throughput. 

 

In Proposals to reduce wireless channel contention, Rate control based on channel utilization and contention, Dynamic 

delayed Ack, COPAS are proposed Dynamic delayed ACK is a simple approach that aims to reduce the contention on 

wireless channel by decreasing the number of TCP ACKs transmitted by the sink. However, COPAS attacks this 

problem by using disjoint forward and reverse routes, and dynamic update of disjoint routes basing one contention 

level. COPAS reports an improvement in TCP throughput up to 90%. 
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