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ABSTRACT: With the rapid development of cloud storage, an increasing number of data owners prefer to outsource 

their data to the cloud server, which can greatly reduce the local storage overhead. Because different cloud service 

providers offer distinct quality of data storage service, e.g., security, reliability, access speed and prices, cloud data 

transfer has become a fundamental requirement of the data owner to change the cloud service providers. Hence, how to 

securely migrate the data from one cloud to another and permanently delete the transferred data from the original cloud 

becomes a primary concern of data owners. To solve this problem, we construct a new counting Bloom filter-based 

scheme in this paper. The proposed scheme not only can achieve secure data transfer but also can realize permanent 

data deletion. Additionally, the proposed scheme can satisfy the public verifiability without requiring any trusted third 

party. Finally, we also develop a simulation implementation that demonstrates the practicality and efficiency of our 

proposal. 
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I. INTRODUCTION 

 

Cloud computing, an emerging and very promising computing paradigm, connects large-scale distributed storage 

resources, computing resources and network bandwidths together[1,2]. By using these resources, it can provide tenants 

with plenty of high-quality cloud services. Due to the attractive advantages, the services (especially cloud storage 

service) have been widely applied[3,4], by which the resource-constraint data owners can outsource their data to the 

cloud server, which can greatly reduce the data owners’ local storage overhead[5,6]. According to the report of 

Cisco[7], the number of Internet consumers will reach about 3.6 billion in 2019, and about 55 percent of them will 

employ cloud storage service. 

Because of the promising market prospect, an increasing number of companies (e.g., Microsoft, Amazon, Alibaba) 

offer data owners cloud storage service with different prices, security, access speed, etc. To enjoy more suitable cloud 

storage service, the data owners might change the cloud storage service providers. Hence, they might migrate their 

outsourced data from one cloud to another, and then delete the transferred data from the original cloud. According to 

Cisco[7], the cloud traffic is expected to be 95% of the total traffic by the end of 2021, and almost 14% of the total 

cloud traffic will be the traffic between different cloud data centers. Foreseeably, the outsourced data transfer will 

become a fundamental requirement from the data owners’ point of view. 

 

 
Figure 1: System Architecture 
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To realize secure data migration, an outsourced data transfer app, Cloud server [8], has been designed utilizing 

cryptographic algorithm to prevent the data from privacy disclosure in the transfer phase. But there are still some 

security problems in processing the cloud data migration and deletion. Firstly, for saving network bandwidth, the cloud 

server might merely migrate part of the data, or even deliver some unrelated data to cheat the data owner[9]. Secondly, 

because of the network instability, some data blocks may lose during the transfer process. Meanwhile, the adversary 

may destroy the transferred data blocks[10]. Hence, the transferred data may be polluted during the migration process. 

Last but not least, the original cloud server might maliciously reserve the transferred data for digging the implicit 

benefits[11]. The data reservation is unexpected from the data owners’ point of view. In short, the cloud storage service 

is economically attractive, but it inevitably suffers from some serious security challenges, specifically for the secure 

data transfer, integrity verification, verifiable deletion. These challenges, if not solved suitably, might prevent the 

public from accepting and employing cloud storage service. 

Contributions In this work, we study the problems of secure data transfer and deletion in cloud storage, and focus on 

realizing the public verifiability. Then we propose a counting Bloom filter-based scheme, which not only can realize 

provable data transfer between two different clouds but also can achieve publicly verifiable data deletion. If the original 

cloud server does not migrate or remove the data honestly, the verifier (the data owner and the target cloud server) can 

detect these malicious operations by verifying the returned transfer and deletion evidences. Moreover, our proposed 

scheme does not need any Trusted third party (TTP), which is different from the existing solutions. Furthermore, we 

prove that our new proposal can satisfy the desired design goals through security analysis. Finally, the simulation 

experiments show that our new proposal is efficient and practical. 

II. RELATED WORK 

1. Practical techniques for searches on encrypted data 

It is desirable to store data on data storage servers such as mail servers and file servers in encrypted form to reduce 

security and privacy risks. But this usually implies that one has to sacrifice functionality for security. For example, if a 

client wishes to retrieve only documents containing certain words, it was not previously known how to let the data 

storage server perform the search and answer the query without loss of data confidentiality. In this paper, we describe 

our cryptographic schemes for the problem of searching on encrypted data and provide proofs of security for the 

resulting crypto systems. 

 

2. Smart cloud search services: verifiable keyword-based semantic search over encrypted cloud data 

With the increasing popularity of the pay-as-you- consume cloud computing paradigm, a large number of cloud 

services are pushed to consumers. One hand, it brings great convenience to consumers who use intelligent terminals; on 

the other hand, consumers are also facing serious difficulties that how to search the most suitable services or products 

from cloud. So how to enable a smart cloud search scheme is a critical problem in the consumer-centric cloud 

computing paradigm. For protecting data privacy, sensitive data are always encrypted before being outsourced. 

Although the existing searchable encryption schemes enable users to search over encrypted data, these schemes support 

only exact keyword search, which greatly affects data usability. 

 

3. Smart cloud search services: verifiable keyword-based semantic search over encrypted cloud data 

 

With the increasing popularity of the pay-as-you- consume cloud computing paradigm, a large number of cloud 

services are pushed to consumers. One hand, it brings great convenience to consumers who use intelligent terminals; on 

the other hand, consumers are also facing serious difficulties that how to search the most suitable services or products 

from cloud. So how to enable a smart cloud search scheme is a critical problem in the consumer-centric cloud 

computing paradigm. For protecting data privacy, sensitive data are always encrypted before being outsourced. 

Although the existing searchable encryption schemes enable users to search over encrypted data, these schemes support 

only exact keyword search, which greatly affects data usability. 

 

4. Achieving effective cloud search services: multi-keyword ranked search over encrypted cloud data 

supporting synonym query 

 

Cloud computing becomes increasingly popular. To protect data privacy, sensitive data should be encrypted by the 

data owner before outsourcing, which makes the traditional and efficient plaintext keyword search technique useless. 

The existing searchable encryption schemes support only exact or fuzzy keyword search, not support semantics-based 

multi-keyword ranked search. In the real search scenario, it is quite common that cloud customers' searching input 
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might be the synonyms of the predefined keywords, not the exact or fuzzy matching keywords due to the possible 

synonym substitution (reproduction of information content) and/or her lack of exact knowledge about the data. 

Therefore, synonym-based multi-keyword ranked search over encrypted cloud data remains a very challenging 

problem. 

 

5. Enabling central keyword based semantic extension search over encrypted outsourced data 

In practice, search keywords have quite different importance when users take search operations. In addition, such 

keywords may have a certain grammatical relationship among them, which reflect the importance of keywords from the 

user's perspective intuitively. However, the existing search techniques regard the search keywords as independent and 

unrelated. In this paper, for the first time, we take the relation among query keywords into consideration and design a 

keyword weighting algorithm to show the importance of the distinction among them. By introducing the keyword 

weight to the search protocol design, the search results will be more in line with the user's demand. 

 

III . SYSTEM ANALYSIS 

 

Existing System 

we study the problems of secure data transfer and deletion in cloud storage, and focus on realizing the public 

verifiability. Then we propose a counting Bloom filter-based scheme, which not only can realize provable data transfer 

between two different clouds but also can achieve publicly verifiable data deletion. If the original cloud server does not 

migrate or remove the data honestly, the verifier (the data owner and the target cloud server) can detect these malicious 

operations by verifying the returned transfer and deletion evidences. Moreover, our proposed scheme does not need any 

Trusted third party (TTP), which is different from the existing solutions. Furthermore, we prove that our new proposal 

can satisfy the desired design goals through security analysis. Finally, the simulation experiments show that our new 

proposal is efficient and practical. 

 

Proposed System 

we aim to achieve verifiable data transfer between two different clouds and reliable data deletion in cloud storage. 

Hence, three entities are included in our new construction, 

In our scenario, the resource-constraint data owner might outsource his large-scale data to the cloud server A to 

greatly reduce the local storage overhead. Besides, the data owner might require the cloud A to move some data to the 

cloud B, or delete some data from the storage medium. The cloud A and cloud B provide the data owner with cloud 

storage service. We assume that the cloud A is the original cloud, which will be required to migrate some data to the 

target cloud B, and remove the transferred data. However, the cloud A might not execute these operations sincerely for 

economic reasons. because they belong to two different companies. Hence, the two clouds will independently follow 

the protocol. Furthermore, we assume that the target cloud B will not maliciously slander the original cloud A. 

IV. IMPLEMENTATION 

Data confidentiality  

The data confidentiality means that adversary cannot get any plaintext information without the corresponding 

data decryption key. In our scheme, the data owner uses IND-CPA secure AES algorithm to encrypt the file. Hence, the 

adversary cannot forge a valid data decryption key successfully. Furthermore, the data owner keeps the data decryption 

key secret. That is, any adversary cannot obtain the decryption key to further get the plaintext information. 

 

Data integrity  

The data integrity means that the transferred data must be intact, or the cloud B refuses to accept the data. 

Upon receiving the transferred data (ai , Ci) from the cloud A and the hash values Hi from the data owner, the cloud B 

checks the equation Hi = H(tagf ||ai ||Ci), where i ∈ ϕ. Note that {Hi}i∈ϕ are computed by the data owner with a secure 

hash function. Thus, the cloud A and other adversaries cannot forge a new data block (ai , C′ i  to make the equation Hi 

= H(tagf ||ai ||C ′ i ) hold. That is, if the cloud A does not honestly migrate the data to cloud B, or the transferred data 

blocks are tampered by the attackers during the migration process, the cloud B can detect these malicious behaviors and 

will not accept the received data. Hence, the integrity of the transferred data is guaranteed.  

 

Public verifiability  

We analyze the verifiability of the transfer result and the deletion result, respectively. The verifier who owns 

transfer proof π and transfer request Rt can verify the transfer result. Specifically, the verifier first checks the validity of 

Rt. If Rt is valid, it means that the data owner indeed requested to migrate the data to cloud B. Then the verifier further 

verifies the validity of the signatures sigta and sigtb. Note that the cloud B will not maliciously collude with the cloud 
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A to mislead the data owner. Hence, the verifier can trust the returned transfer result if and only if both the signatures 

are valid. Besides, the verifier checks that whether the cloud B maintains the transferred data honestly by verifying the 

counting Bloom filter CBFb. 

V.SIMULATION RESULTS 

 

We simulate our scheme and previous schemes[26,32] with the OpenSSL library and the PBC library on the same 

windows  machine equipped with 4 G main memory and Intel(R) Core(TM) i5-4590 processors that running at 

3.30GHz. In storage phase, the computation overhead comes from storage proof generation and storage result 

verification. 

In encryption phase, we increase the file from 1MB to 8MB with a step for 1MB, and the number of the data blocks 

is fixed in 8000, then the time cost comparison is shown in Fig.5. We can find that the time cost of the three schemes 

will increase with the size of the encrypted data. However, the growth rate of our scheme is relatively lower. 

In storage phase, the computation overhead comes from storage proof generation and storage result verification. 

Fig.6 shows the time cost of storage proof generation. We find that the time of our scheme is much less than that of 

Yang et al.’s scheme of Ref.[26], and the growth rate of Yang et al.’s scheme of Ref.[26] is relatively higher than that 

of our scheme. To simulate the data transfer, we increase the number of transferred data blocks from 10 to 80 with a 

step for 10. For simplicity, we fix n = 400 and ignore the communication overhead, as shown in Fig. 8. The time cost 

increases with the number of transferred data blocks. Moreover, Yang et al.’s scheme of Ref.[26] costs much more time 

since it needs to execute many bilinear pairing calculations to verify the data integrity, however our scheme only needs 

to compute some hash values. Finally, the data owner wants to delete the transferred data from cloud A, and we fix n = 

400, then the performance evaluation is presented in Fig.9. The time overhead of Hao et al.’s scheme of Ref.[32] is 

almost constant. However, the time cost of our scheme and Yang et al.’s scheme of Ref.[26] will increase with the 

number of deleted data blocks, and the growth rate of Yang et al.’s scheme of Ref.[26] is relatively higher. Meanwhile, 

Yang et al.’s scheme of Ref.[26] costs much more time when the deleted data blocks are more than 20. So, we think 

that our scheme is more efficient to delete the transferred data blocks. 

 

 

   

 

 

  

 

 

 

 

 

 

 

 

 

 
Fig.1.Owner home screen                                       Fig. 2. Data Divide into blocks 
 

 

 
 

 

 
 

 

 
 

 
 

 

 
 

 

 
Fig. 3. View transfer request 
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                                                    Fig 4 Result sent to owner 

III. CONCLUSION AND FUTURE WORK 

 

 In cloud storage, the data owner does not believe that the cloud server might execute the data transfer and deletion 

operations honestly. To solve this problem, we propose a CBF-based secure data transfer scheme, which can also 

realize verifiable data deletion. In our scheme, the cloud B can check the transferred data integrity, which can guarantee 

the data is entirely migrated. Moreover, the cloud A should adopt CBF to generate a deletion evidence after deletion, 

which will be used to verify the deletion result by the data owner. Hence, the cloud A cannot behave maliciously and 

cheat the data owner successfully. Finally, the security analysis and simulation results validate the security and 

practicability of our proposal, respectively. Future work Similar to all the existing solutions, our scheme considers the 

data transfer between two different cloud servers. However, with the development of cloud storage, the data owner 

might want to simultaneously migrate the outsourced data from one cloud to the other two or more target clouds. 

However, the multi-target clouds might collude together to cheat the data owner maliciously. Hence, the provable data 

migration among three or more clouds requires our further exploration. 
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