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ABSTRACT:Neural units with higher-order  diffusion between cracks, consisting of a minute gap across which 
impulses pass has to undergo operations to evaluate good computational properties in information processing and 
control applications. This paper presents neural units with high order synaptic operations for image processing 
applications. Edge detection operations are carried out by high order synaptic performances and the results are observed 
through Hough transformation principles. The digital camera that is implemented to fetch pictures is based on the high 
order synaptic operations to solve the routing problems that arise during pixel calculations.The sample results show that 
the proposed neural units with high order synaptic operations are efficient for image processing, analyzing and pixel 
routing of the images.This research paper is a novice technique to replace the existing digital camera with a mobile 
robot. 
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I.INTRODUCTION 
 

The idea of replacing a digital camera to robot budded with the hazards that rose during the intervention of the camera 
in the oil pipeline path.The pixel images were disturbed by the surface ruptures and the pixel flow was not smooth.This 
resulted in the uneven distribution of pixels in the images sent by the camera.To resolve this problem,a mobile robot 
was planned to replace the existing digital camera.A Mobile robot requires the following equipment attached to it a 
multiple sensored CCD Camera,ultrasonic and infrared sensors to locate its position to avoid snags and to find a proper 
path leading to the destination to detect the cracks.The Robot connects all the information acquired from these sensors 
and makes decision to control its direction and speed. 
 
The CCD camera serves as a visual sensor for the wide range decision of mobile robot routing functions.One of the 
most important job of CCD camera and the processor is to capture and process images and to reject the perils in the 
paths.Edge detection is a simple and efficient method for mobile robot routing problems.An edge is always defined as 
meeting of the vertical and horizontal surfaces. Edges for a mobile robot mean to say about the path where it starts and 
the wall or peril starts or where the path and the peril intersect.Edges always emerge as pixel intensity discontinuities 
within an image.In changing light or dim situations edge detection is not easy where as it is very effective in high 
density situations.Edge features are used to identify the possible paths and junctions or crossings using the on-board 
CPU. 
 
Through this research paper the problem of vision based routing for mobile robots using a high order neural unit is 
stated.Samples used for testing the required condition shows that the proposed neural units with higher order synaptic 
operations performed well for image processing mobile Robot routing functions. 
 

II.BACKGROUND WORK 
 
Proposed Mobile Robot with edge detection implementation 
Edge detection techniques have been described in the below section in detail. The line or part where an object or 
area begins or ends is an edge. Edge detection refers to the process of identifying and locating sharp discontinuities in 
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an image. The discontinuities are abrupt changes in pixel intensity which characterize boundaries of objects in a scene.  
Classical methods of edge detection involve convolving the image with an operator (a 2-d filter), which is constructed 
to be sensitive to large gradients in the image while returning values of zero in uniform regions. There are extremely 
large numbers of edge detection operators available, each designed to be sensitive to certain types of edges. Variables 
involved in the selection of an edge detection operator include:  
 Edge orientation: the geometry of the operator determines a characteristic direction in which it is most 
sensitive to edges. Operators can be optimized to look for horizontal, vertical, or diagonal edges. 
 Noise environment: edge detection is difficult in noisy images, since both the noise and the edges contain 
high-frequency content. Attempts to reduce the noise result in blurred and distorted edges. Operators used on noisy 
images are typically larger in scope, so they can average enough data to discount localized noisy pixels. This results in 
less accurate localization of the detected edges.  
 Edge structure: not all edges involve a step change in intensity. Effects such as refraction or poor focus can 
result in objects with boundaries defined by a gradual change in intensity. The operator needs to be chosen to be 
responsive to such a gradual change in those cases. Newer wavelet-based techniques actually characterize the nature of 
the transition for each edge in order to distinguish, for example, edges associated with hair from edges associated with a 
face. 
 There are many ways to perform edge detection to analyze the given image. The majority of different methods 
may be grouped into two categories: 
 Gradient:  the gradient method detects the edges by looking for the maximum and minimum in the first 
derivative of the image. 
 Laplacian: the laplacian method searches for zero crossings in the second derivative of the image to find 
edges. An edge has the one-dimensional shape of a ramp and calculating the derivative of the image can highlight its 
location.  

 
III.SCOPE OF RESEARCH 

 
Performance of Edge Detection Algorithms  
 Gradient-based algorithms such as the prewitt filter have a major drawback of being very sensitive to noise. 
The size of the kernel filter and coefficients are fixed and cannot be adapted to a given image. An adaptive edge-
detection algorithm is necessary to provide a robust solution that is adaptable to the varying noise levels. Gradient-
based algorithms such as the prewitt filter have a major drawback of being very sensitive to noise. The size of the 
kernel filter and coefficients are fixed and cannot be adapted to a given image. An adaptive edge-detection algorithm is 
necessary to provide a robust solution that is adaptable to the varying noise levels of these images to help distinguish 
valid image contents from visual artifacts introduced by noise. 
 
 The performance of the canny algorithm depends heavily on the adjustable parameters, σ, which is the 
standard deviation for the Gaussian filter, and the threshold values, ‘t1’ and ‘t2’. Σ also controls the size of the 
Gaussian filter. The bigger the value for σ, the larger the size of the Gaussian filter becomes. This implies more 
blurring, necessary for noisy images, as well as detecting larger edges. As expected, however, the larger the scale of the 
Gaussian, the less accurate is the localization of the edge. Smaller values of σ imply a smaller Gaussian filter which 
limits the amount of blurring, maintaining finer edges in the image. The user can tailor the algorithm by adjusting these 
parameters to adapt to different environments. 
  
Edge detection has to be carried out,  to know the actual area or length of a pipe line under analysis. After series of 
evaluation and careful study, mathematical morphology is applied to detect the crack defects in the images taken from 
anoil pipe line. At certainsituations it developed to show shadow images. Though it is avoidable, it is necessary to 
develop an algorithm to rectify this problem, if not this will be a big ladder down strike in developing this research 
paper. Image shading mainly occurs at the point wherever the pipe line is smooth and deep, because of the oil 
transportation. This occurs due to the yearlonguse of the pipe line, for carrying the oil.  
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Fig 1.Pipeline Showing Crack with Measurement 

(PictureCourtesy-SADARA, KSA) 
 

A diagram showing the implementation of an edge detection algorithm. 
 

IV.DISCUSSION 
 

Smoothing of an Image 
In image processing, to smooth a data set is to create an approximating function that attempts to capture important 
patterns in the data, while leaving out noise or other fine-scale structures or rapid phenomena. In smoothing, the data 
points of a signal are modified so individual points (presumably because of noise) are reduced, and points that are 
lower than the adjacent points are increased leading to a smoother signal. Smoothing may beused in two important 
ways that can aid in data analysis 
 
 Being able to extract more information from the  data as long as the assumption of smoothing is reasonable 
 Being able to provide analyses that are both flexible and robust. 
Image noise is a random (not present in the object imaged) variation of brightness or color information in images, is 
usually an aspect of electronic noise. It can be produced by the sensor and circuitry of a scanner or digital camera. 
 
 Goals of Edge Detection 

i. Produce a line drawing of a scene from an image of that scene. 
ii. Important features can be extracted from the edges of an image (e.g., corner, lines, curves -these features are 

used by higher-level computer vision algorithms (e.g., recognition). 
 
Data Processing Techniques Involved in Image Analysis Processing   
Implementation for this paper starts with the pixel reading, the data in the database is read, and each and every pixel is 
verified using the unsupervised algorithm. During pixel examination, even a small error or blurred image, whose pixels 
are stored as mismatched data, are identified and they are further studied to find the defected part in the pipeline. If 
there is a hole or a crack in the pipeline, the pixel image is not a clear one, the image is not visible properly and the data 
stored as pixel bits, will show the level of the defect with the help of the density of the bit-map or raster image. The 
data match with the image match gives clear verification for the process to work in a very innovative way, much to be 
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discussed and developed to carry out this for a better implementation, with morphological operators and edge detection 
principles. Below several systems related with image analysis are described briefly, 
 Enhancement 
Enhancement programs make information more visible. 
 Histogram equalization-redistributes the intensities of the image of the entire range of possible intensities 
(usually 256 gray-scale levels). 
 Unsharp masking-subtracts smoothed image from the original image to emphasize intensity changes. 
 Convolution 
Convolution programs are 3-by-3 masks operating on pixel neighborhoods. 
 High pass filter-emphasizes regions with rapid intensity changes. 
 Low pass filter-smooth’s images, blurs regions with rapid changes. 
 Math processes 
Math processes programs perform a variety of functions. 
 Add images-adds two images together, pixel-by-pixel. 
 Subtract images-subtracts second image from first image, pixel by pixel. 
 Exponential or logarithm-raises e to power of pixel intensity or takes log of pixel intensity. Nonlinearly 
accentuates or diminishes intensity variation over the image. 
 Scalar add, subtract, multiply, or divide-applies the same constant values as specified by the user to all pixels, 
one at a time. Scales pixel intensities uniformly or non-uniformly 
 Dilation-morphological operation expanding bright regions of image. 
 Erosion-morphological operation shrinking bright regions of image. 
 Noise filters 
Noise filters decrease noise by diminishing statistical deviations. 
 Adaptive smoothing filter-sets pixel intensity to a value somewhere between original value and mean value 
corrected by degree of noisiness. Good for decreasing statistical, especially single-dependent noise. 
 Median filter-sets pixel intensity equal to median intensity of pixels in neighborhood. An excellent filter for 
eliminating intensity spikes. 
 Sigma filter-sets pixel intensity equal to mean of intensities in neighborhood within two of the mean. Good 
filter for signal-independent noise. 
 Trend Removal 
Trend removal programs remove intensity trends varying slowly over the image. 
 Row-column fit-fits image intensity along a row or column by a polynomial and subtract fit from data. 
Chooses row or column according to direction that has the least abrupt changes. 
Edge detection for bright images:Edge detection programs sharpen intensity-transition regions. 
 First difference-subtracts intensities of adjacent pixels. Emphasizes noise as well as desired changes. 
 SOBEL operator-3-by-3 mask weighs inner pixels twice as heavily as corner values. Calculates intensity 
differences. 
Morphological edge detection-finds the difference between dilated (expanded) and eroded (shrunken) version of image. 
 

V.SIMULATION RESULTS 
 

To know the pixel position, the image is evaluated by applying the set of algorithms; totally so far 5000 images were 
used to evaluate the proposed approach. The cluster algorithm evaluates and identifies the pixel position. Since the data 
is voluminous it takes little time to do the process, this can be overcome by reading the data sets according to the length 
of the pipeline. Data stored as bits is fed accordingly and this rectifies the error. Table shows the working structure with 
different clusters, obtained through the evaluation of the image. 
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Table 3.3 Accuracy Classification Percentage 
 

 
 

Fig 2.Accuracy Classification Percentage 
 

After repeated process with different levels of algorithm for cluster evaluation, k-means algorithm is accepted to satisfy 
the need of this proposed research work. 
 

 
 

Figure 3. Estimation of Time and Distance of an Image 
 

 
 

Figure 4. Performances of the Identified and Unidentified Clusters 
 

The simulation studies involve the deterministic small cluster topology with cracks as shown in Fig.1. The proposed k-
cluster algorithm is implemented with MATLAB. Same sizes of pixel images were taken for sample reading.Images 
were classified using the algorithm and a clear pixel reading is proposed. 
 

0

5

10

15



         

            ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798                                                                                                                         

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 3, Issue 7, July 2015 
 

Copyright to IJIRCCE                                                     DOI: 10.15680/ijircce.2015. 0307087                                                       6990 

 

We considered the simulation time as a pixel lifetime and pixel lifetime is a time when no point is available to analyze 
the cluster. Simulation time is calculated through the CPUTIME function of MATLAB. The results show that the total 
cluster analysis energy performs better than the maximum number of pixels with defects in terms of clusterlifetime. 
The time and distance graph showed in Fig.3 is able to show the pixel evaluation with travelling distance of the mobile 
robot inside the oilpipeline. If the distance is less time taken to evaluate the cluster region reduces and vice versa. 
 

VI.CONCLUSIONS 
 

The drawbacks of the existing model and the amount of human error caused while analyzing a pipeline manually 
motivated to implement this research work. The characteristics of modeling this research work using the combination 
of cluster analysis, mathematical morphological operator and edge detection principles opens up the idea of designing a 
computer based monitoring system (CBMS), to detect the holes, cracks or any other flaws in an oil pipeline. The 
existing model performs the same operation but not time consuming, men and material wastage is more. In the existing 
model, the restriction also lies in the usage of more number of devices to perform the task of finding the defects. This 
CBMS uses only minimized physical devices and it is cost effective. The algorithms developed give a clear image 
analysis and processing to achieve the goal of defect free image of a pipe line. This can be extensively implemented for 
any kind of pipeline that carries liquids or gases. The memory area used to store the bit values is also temporary, so 
after mathematical evaluation, the buffer area can be removed, according to the user need. There is no question of bit 
bouncing, because of this nature of handling the memory area. The proposed CBMS model is faster and time 
consuming than the existing manual model. 
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