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ABSTRACT: In today's world Bug issues are a major problem which concerns the software company. The companies 
spent huge chunks of currency and time in overcoming these problems , we extract attributes from historical bug data 
sets and build a predictive model for a new bug data set and which can detect all different bugs and can list them or 
prioritize them. These can prove to be a great help to these companies because this way it is easy for them to list and 
minimize these bugs. Using mining techniques we create a model by leveraging data mining techniques, mining 
software repositories can uncover interesting information in software repositories. Maintain these repositories, we can 
detect the bug efficiently. 
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I. INTRODUCTION 
A software bug is an fault or failure in a computer program that proves to generate an incorrect or ambiguous result, 

or to behave in unexpected ways. There are many feasible ways to find bugs in a software. Various Dynamic 
techniques, such as testing and assertions, depends on the runtime behavior of a program.The most efficient and nice 
static technique for terminating bugs is a formal evidence of correctness. Bug Patterns are error-free coding trails that 
arise from the use of erroneous design patterns, misunderstanding of language semantics, or simple and common 
mistakes. As developers, we many times believe that any bugs in our code must be subtle, unique and require 
sophisticated tools to uncover. All of the bug pattern detectors are done using BCEL ,which is an open source byte code 
analysis and instrumentation library. The detectors are executed using the Visitor design pattern; every detector checks 
every class of the analyzed library or the application. Data mining (the analysis step of the Knowledge Discovery in 
Databases process,an interdisciplinary subfield of computer science, is the computational process of finding patterns in 
huge data sets which includes methods at the intersection of machine intelligence and machine learning, statistics, and 
database systems. The Mining Software Repositories ( MSR ) analyzes the rich data in software repositories, such as 
version, mailing list archives, bug tracking systems, control repositories , issue tracking systems etc. to uncover eye 
catching and function-able information about the software systems, projects and software engineering. By using various 
data mining techniques, mining software repositories can provide a solution to these problems. A bug repository 
provides a data based platform to support many types of tasks on bugs, e.g., fault prediction bug localization and 
reopened bug analysis . In this paper, bug reports in a bug repository are called bug data. bug triage is very time taking 
method . it includes handling software bugs , which assigns a right developer to a new bug coming In the 
experiments,we evaluate the data reduction techniques for bug triage on the bug reports of two large open source 
projects, such as Eclipse. Experimental output shows that by using the instance selection technique to the data set can 
reduce bug reports but the accuracy of bug triage may be decreased; applying the feature selection technique can reduce 
words in the bug data and the accuracy can be increased. 

II. RELATED WORK 
In this section, we review existing work on modeling bug data, bug triage, and the quality of bug data with defect 

prediction.To investigate the relationships in bug data, Sandusky et al. form a bug report network to examine the 
dependency among bug reports. Besides studying relationships among bug reports, Hong et al. build a developer social 
network to examine the collaboration among developers based on the bug data in Mozilla project. This developer social 
network is helpful to understand the developer community and the project evolution. By mapping bug priorities to 
developers, Xuan et al. identify the developer prioritization in open source bug repositories. The developer 
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prioritization can distinguish developers and assist tasks in software maintenance. In our work, we address the problem 
of data reduction for bug triage. To our knowledge, no existing work has investigated the bug data sets for bug triage. 
In a related problem, defect prediction, some work has focused on the data quality of software defects. In contrast to 
multiple-class classification in bug triage, defect prediction is a binary class classification problem, which aims to 
predict whether a software artifact (e.g., a source code , a class, or a module) contains faults according to the extracted 
features of the artifact. In software engineering, defect prediction is a kind of work on software metrics. To improve the 
data quality, Khoshgoftaar et al. and Gao et al. examine the techniques on feature selection to handle imbalanced defect 
data. Shivaji et al. proposes a framework to examine multiple feature selection algorithms and remove noise features in 
classificationbased defect prediction. Besides feature selection in defect prediction, Kim et al. present how to measure 
the noise resistance in defect prediction and how to detect noise data. Moreover, Bishnu and Bhattacherjee process the 
defect data with quad tree based k-means clustering to assist defect prediction. In this paper, in contrast to the above 
work, we address the problem of data reduction for bug triage. Our work can be viewed as an extension of software 
metrics. In our work, we predict a value for a set of software artifacts while existing work in software metrics predict a 
value for an individual software artifact. 

 
     III. PROJECT IDEA 
Develop a web based application which can be installed on the system and performs following operations: 1. Add 

New Bugs The application will have a testers module which will allow a tester to add new bugs to system. 2. Data 
Reduction The application will perform data reduction on bug data to get relevant information that will be used for bug 
triage. 3. Bug Triage The application will perform bug triage in form of suggestions and recommendations to 
developers 

 
     IV.SYSTEM ARCHITECTURE 
 
     V. OPEN SOURCE SOFTWARE DETAILS 
SOFTWARE REQUIREMENTS: 1. Operating System : Linux 2. Technology : Java and J2EE 3. Web Technologies 

: Html, JavaScript, CSS 4. IDE : Eclipse Juno 5. Web Server : Tomcat 6. Database : My SQL 7. Java Version : 
J2SDK1.7 

HARDWARE REQUIREMENTS: 1. Hardware : Pentium Dual Core 2. Speed : 2.80 GHz 3. RAM : 1GB 4. Hard 
Disk : 20 GB 

VI. PROPOSED ALGORITHM 
INPUT : training set T with n words and m bug reports , Reduction order FS-¿IS Final number Nf of words 

Final number Mi of bug reports 
OUTPUT : reduced data set Tf for bug triage  
1) apply FS to n words of T and calculate objective values for all the words;  
2) select the top nF words of T and generate a training set Tf;  
3) apply IS to Mi bug reports of Tf;  
4) terminate IS when the number of bug reports is equal to or less than Mi and generate the final training set 
 Tf Feature Selection is a preprocessing technique for selecting a reduced set of features for large-scale data 

sets. Four well-performed algorithms in text data and software data Information Gain (IG) , x2 statistic(CH) 
Symmetrical Uncertainty attribute evaluation (SU) Relief-F Attribute selection (RF) Instance selection is a technique to 
reduce the number of instances by removing noisy and redundant instances . An instance selection algorithm can 
provide a reduced data set by removing non-representative instances . Four instance selection algorithms Iterative Case 
Filter (ICF) ,(max likelihood inference, stochastic perturbation parameter ) Learning Vectors Quantization 
(LVQ)(supervised classification) Decremented Reduction Optimization Procedure (DROP) and Patterns by Ordered 
Projections (POP)                                   

VII. PSEUDO CODE 
step 1) apply FS to n words of T and calculate objective values for all the words;  
step 2) select the top nF words of T and generate a training set Tf;  
step 3) apply IS to Mi bug reports of Tf;  
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step 4) terminate IS when the number of bug reports is equal to or less than Mi and generate the final     
 training set    

VIII. CONCLUSION AND FUTURE WORK 
 Bug triage aims to assign an appropriate developer to fix a new bug, i.e., to determine who should fix a bug. 

Cubranic and Murphy first propose the problem of automatic bug triage to reduce the cost of manual bug triage. They 
apply text classification techniques to predict related developers. In our work, we address the problem of data reduction 
for bug triage. To our knowledge, no existing work has investigated the bug data sets for bug triage. In a related 
problem, defect prediction, some work has focused on the data quality of software defects. 
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