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ABSTRACT: Linear regression includes finding the best-fitting line through the core interests. The best-fitting line is 
understood as a regression curve. We took a dataset containing various attributes having certain values. In our study, 
we have implemented the Linear Regression on the dataset. In which we will analyze the dataset and find out the 
statistical information of each and every attribute for the final decision making process. Here we’ll find some important 
statistical measures such as Coefficients, Standard Errors, and Standard Coefficients, tolerance, t-state and p-values of 
each attribute. These measures would be very helpful to find the characteristics of the dataset and its relevant variables. 
And due to this we can have a better understanding about the dataset and predicting variables. 
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I. INTRODUCTION 
 

Linear regression contains of finding the best-fitting line through the focuses. In direct statistical regression, we have a 
tendency to envision scores on one variable from the scores on a second variable. The variable we have a tendency to 
predicting is understood because the commonplace variable and is implicit as Y[1-5]. The variable we have a tendency 
to collection our gauges as for is understood because the marker variable and is recommended as X. Right once there's 
solely a solitary marker variable, the figure technique is termed clear regression. In basic statistical regression, the 
figures of Y once aforethought as a part of X structure a line. we are able to see that there's a positive association 
among X and Y[6-8]. just in case we might foresee Y from X, the upper the estimation of X, the upper your conjecture 
of Y[9-12].  
Linear regression includes finding the best-fitting line through the core interests. The best-fitting line is understood as a 
regression curve. The corner to corner line is that the regression curve and involves the foretold score on Y for every 
potential estimation of X. The vertical lines from the concentrations to the regression curve address the missteps of 
need. The red purpose is astonishingly close to the regression line; its error of need is little. The other purpose is way 
on top of the regression curve and per se its bumble of estimate is big[13-14]. 
Linear Access that shows the connection betwixt scalier reaction and at least single illustrative factors. In the same, the 
direct indicator capacity is utilized to anticipate the outcome and it is additionally utilized for demonstrating the 
connection betwixt factors. Also, these exemplary are knows as Linear relapse. 
 

II. LITERATURE SURVEY 
 

Implementation of linear regression can be done in the predicting the house cost prediction relates to the main simple 
theories of identifying the relations between the features which are considering.  
Regression is the methodology which will be used for the statistical analysis for certain information. The 
methodologies which are accepting the estimation of the relation among the different variables can perform the 
regression analysis. For suppose consider any continuous variables and we need to identify the relation between the 
certain variables or features we are considering those as the regression methodologies. We need to identify the 
dependent variable based on the different number of independent variables.  This concept is very much useful for the 
predictive analysis based on domains or domain independence[15-17].  
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It is an easy access methodology to implement the predictive analysis.  

 
 

Figure 1: Scatterplot of the variables. 

 
 is the intercept of the line 0ߚ
 is the slope of the line 1ߚ
Linear regression is the process of understanding the predictive analysis with the variable which are linearly seperable 
in nature. We have a two dimentional and multi dimensional space of the implementation and the requirement is to 
identify the outline of the connections. The linear models are supported with each other in the interactions among the 
variables which are in action with the prediction model. The prediction can be a supervised or unsupervised. But the 
main criteria is to understand the importance of regression models in this instance. 
Before implementing any prediction model we need to understand whether there is any underlying relationship between 
the variables which are being considered. The relation between the variables will be identified using scatterplot. The 
graphical representations of the data will be useful for understanding the importance of each model. The relationship 
will indicate based on their existence of the features. For example if the instance is existed then the importance will be 
increased in the model. If the existence is not there, then the prediction model accuracy can be increased[18-19]. 
Mean Squared error and Root Mean Squared Error are the most used features which are used to calculate the error rate 
of the models. If the error rate is more then we need to manipulate the model and we need to remodel that. 

 

 
RMSE (Square root of MSE) = √ (MSE) 
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The additional number of variables will add more dimension to the model. 

 
Environment Setup 

1. Python Programming 
2. Graphlab lybrary 
3. S Frame (similar to Pandas Data Frame) 

 
DATA LOADING 
Here we are loading the house cost prediction dataset which consists of the following features which are mentioned 
following. The data which we are considering are the important for the prediction model design and implementation. 
 

Table 1: Dataset Structure 
 

 
 

Table 2: Dataset and feature values 

 
 

Table 3: Dataset and Values 

 
 
Lest make the relationships between the variables which are required most. 
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Figure 2: Scatterplot for the relationship identification among features 

 

 
Figure 3: Indicates the range of pricing with respect to the Zipcode 
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We need to plot the variables based on the features and the considered features will give the following result. 
 

Table 4: Outcome of the prediction 

 
 

IV. PREDICTIVE ANALYTICS 
 

Split the test and train dataset in the form of 80% and 20%. The training set will be 80% the remaining will be test set. 
Fit the linear regression mode into the variable considered. 
Plot the variables with the conditions we have with the features. 
Blue dots indicate the price of the houses based on the conditions we have and the green line indicates the predicted 
value of the conditions. The dependant variables are considered as the green line. That is the hyper plane which divides 
the models[20]. 
 

 
Figure 4: Scatterplot with error rectification 
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Now we shall select a house and try to predict the value using “sqft_model”. 
 

Table 5: Features without error rate 

 
 

V. PROPOSED WORK 
 

In our study, we have implemented the Linear Regression on the dataset. In which we will analyze the dataset and find 
out the statistical information of each and every attribute for the final decision making process. Here we’ll find some 
important statistical measures such as Coefficients, Standard Errors, Standard Coefficients, tolerance, t-state and p-
values of each attribute[21-22]. These statistical measures would be very helpful to identify the characteristics of 
dataset and its attributes. In previous studies there is lot of work in this domain to compare different algorithms or 
finding predictions etc. But in our study we’ll achieve two major objectives one is that which predictive variable 
performs its best to predict the outcome and another one is that the set of predictor attribute performs its best to find the 
best outcome or dependent variable. To do so, we have applied the Linear Regression Model on dataset using linear 
regression operator. This would reflect the major statistical measures mentioned before to achieve the objectives 
discussed above. 
 
Linear Regression 

(i) Process:  
 

 
Figure 5 Simulator implementation 
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Raised visualization demonstrates the Process Exemplary of Linear Regression. This procedure exemplary 
incorporates the database, Linear Regression Technique as fundamental segments. Here we have 2  more aiding 
Techniques are likewise admitted for example Supplant Lost quality Technique and Nominal to Statistical Technique. 
These Techniques are utilized on the grounds that our database has lost qualities as we examined in the EDA ("all out 
rooms =207") and a polemical Variable "Sea Proximity". We also have various component determination techniques 
alternatives of Linear Regression, for example, M5prime, avaricious, T-Examination and Iterative T-Examination. We 
connected M5 prime component determination technique on the database through Linear Regression.  
For our situation we achieved the Linear Regression on the database. Because of that, we accomplished some 
fundamental objectives i.e., we can foresee the result, we would have a thought of mistakes for blunder decrease since 
it can fit a prescient exemplary to the compassionate estimations of database of qualities and different informative 
Variables or factors. As should be obvious in the given beneath table. 
 

Table 6: Result of LR Model 
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In raised table we have some factual data which demonstrates the reliance and relationship among the factors 
or Variables as measurements, for example, Coadjuvants and sexually transmitted disease. Co- adjuvant which is a 
statistical steady for portraying the relationship among factors. The positive estimation of coadjuvants demonstrates the 
great Examination conditions among Variables. For example, housingmedianage that have the estimation of 
1057.863374, median income has estimation of 38774.0599, etc.  

Next is about blunders, we have a few mistakes data in our outcome during investigation. Like sexually 
transmitted disease. Mistakes. It is std. Dev. estimation. As should be obvious contained into outcome, the minimum 
mistake Variable is a complete room having 0.772 qualities. Furthermore, greaExamination mistake Variable named 
“Ocean proximity”=ISLAND is having 30832.568.  
 

The resistance esteem characterizes the one free Variable on all needy variable or Variables. Each Variable 
having the estimation of 0.637 to 0.999 (min to max). This demonstrates the reliance of Variable on others.  

T-detail is a T-measurements is  co adjuvant. It was determined when it is partitioned by its standard mistake. 
The p-esteem means the relationship of factors. As should be obvious in our outcome the p-estimation of the 
considerable number of factors is 0.000, it implies the likelihood of finding the relationships is outrageous. So we 
should dismiss the invalid theory for the elective speculation. It implies all Variables are might be theoretical for 
forecast of outcome. 

 
VI. CONCLUSION 

 
The implementation of the regression analysis for the classification problem defined with the sample outputs of the 
implementation. The data consists of the basic level of the errors like missing values and other important issues. The 
missing values can be handled using the pre-processing methodology and the implementation of the error handling will 
be done by the basic architectures like CNB classifier and other sort of classifiers which are used in the real world 
scenarios for the major problems. The most effective model for the prediction analysis for the classification problem is 
CNB classifier with highest accuracy and the low error rate with the justified cost function.  
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