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ABSTRACT: In  the  era  of   unaccountable   advanced   smart services,  

eachpersonissurroundedbyplentyofsmartdevices and  comes  in  contact  with  these  on  a   daily   basis.   The 

enhancement  of   IoT   leads   to   more   security   challenges   as comparedtobeforeas it also introduces different types 

of attacks and its severity is concerned for combating the cybersecurity attacks and threats that target them, including 

malware, privacy breaches,anddenialofservice attacks, among others. To target andanalyzesuchchallenges, we introduce 

a model that uses machine  learning  algorithms  and  can  be  integrated  withedge 

devicestodetectsuchanomalies.Theproposed model has been appliedtotheKDD Cup 1999 Data to validate its ability to 

detect attacks.Thesatisfactoryobjectivescan be demonstrated through the result obtained from the proposed model. 

 

I. INTRODUCTION 
 

The Internet of Things is diversifying in all places, offering avarietyofbenefitstoalmosteveryaspectof our lives, such 

ashealth,entertainment, commerce, industry, intelligent institutions,andworkplaces.Everydevicecanconnect to the 

Internetandconnecttothewebormobile devices, or share data(Atzori,L., Iera, A., & Morabito, G., #). This developing 

IoT technologies deal with  various  security  attacks  and Denialof Service (DOS) attacks, security threats to resources, 

anddisruptionofIoTnetworksand devices as well as the connectionsbetweenthem,must be protected: massive amountsof 

data can be shared between devices, as well as between  customers,  andalsothecompromisedavailability 

andconfidentialityofthe information which can have a significantimpact.Along     with  all  the  other   benefits, the    

Internet    has    also developed    many   ways   to jeopardize  the stability  and  security  of  the  systems and   servers   

connected   it.    Although static   security measures such as security walls and  software   development can   provide   a   

decent   level   of   security,   more robust security  measures   such   as   intrusion   detection   systems should  also  be  

used. 

 

Machine learning algorithms offeraviable alternative for securing IoT devices. ML is a powerful artificial intelligence 

technology that can out perform dynamic networks and does not  require precise coding. Machine Learning and deep 

learning approaches may be used to train the machine that can detect various anomalies and provide appropriate 

defence measures and insights. Hence,theattacksandthreats can be detectedataveryearlystage.Moreover,ML techniques 

turn outtobepromisingindetectingnewtypesof attacks using learning skills and effectively handling them intelligently. 

 

We propose a combination of already built architecture and MLstrategiesthatprovides real time detection and protection 

of IoT security attacks, which generates an improved architecture.Thisimprovedarchitecturecanbe attached with 

anymodel-drivensolutiontoprovide graphical definition of thedefensivethreats.Thiscanbedoneusing ESB, a middleware. 

Its function is to create data connections between IoTnetworks and ML algorithms. Not only limited to this, we 

canevenconnectto third parties such as servers, cloud, and alarmingsourcesusingESB.Weareworkingonexpanding the  

forecastwiththeabilitytoautomaticallydetectwhich package features are important in our domain context. 

TheimprovedarchitecturewithMLtechniquesto an IoT network prototype was constructed on KDD Cup 1999 Data. 

Thedatacontains a standard set of data to be analyzed, which includes a variety of simulated interventions in the 

military network environment. 
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Thisdatasetcontains41features, 5 different attacks (DOS, normal,probe,r2l,u2r),and3protocoltypes(ICMP, TCP, UDP).  

The  other  way  whichcanbeusedtogeneratethe datasettostudyanddesignamodelisby simulating the data using the help 

of NodeRedMqtt. 

 

Different machine learning algorithms can be used and then verifiedtocategorizethedataasnormalandabnormal threat 

data.Evaluationof the classifiers ( ml models ) is done on the accuracy,error rate, recall, precision, score rate, and F1 

score. TheKfoldmethodis used for data sampling which generates 

5 independent sets: training ( 80% of data ) and testing classifiers(20%ofdata),whereeachsetcontainsallkinds of attacks. 

Confusion Matrix is generated for every classifier implemented.  The  result  generatedprovidesthe  potential 

capabilityofour classifiers models being tested. E.g.: SVM, naive Bayes, decision tree, Logistic Regression. 

Thepaperis arranged to study the different attacks on the IoTNetworksandpresentanoverviewofthe security of IoT 

andwhyitisimportantisalso illustrated. The analysis of the dataset on ML-based security is also discussed and going to 

study and try to build a better model to detect anomalies in the IoT Network. 

 

II. LITERATURE REVIEW 
 

Rüdiger Gad [1] Various uses of events in network research and  surveillance  were  investigated,  as  well  as  

fouriactual use-cases and how they may be addressed utilizing CEP and event pattern matching. 
 

A model driven strategy for real-time decision making in SOA 2.0. The Knowledge-Based Systems research 

calculates the standard deviations in relation to the detection rate of each assault   type   to   assess   the   methods'   

performance   and resilience. Different predictive machine learning algorithms were   examined,   including   Decision  

Trees  and  Random Forests, as well as probabilistic techniques like Naive Bayes and Gaussian. Farnaz Gharibian and 

Ali A. Ghorbani discovered that probabilistic processes are more robust than predictive ones when trained utilizing a 

variety of training datasets.[2] 

This paper gives a detailed assessment of ML   based security solutions for the Internet of Things. The major 

purpose  of  the  research  was  to  look  at  various  types  of security attacks, attack surfaces with repercussions, 

different types of machine learning algorithms, and machine learning security solutions. In addition, there is a 

comparison of numerous supervised and unsupervised learning approaches.[3] 

Creating an Intrusion  Detection  System for an IoT Environment Using ML Techniques Mr. R. Karthi and his 

colleague’s designed adversarial systems to produce attacks using Node MCU and DHT11, and devised and built a 

machine-learning approach to recognize and categorize network  assaults  (humidity  and  temperature sensor). They 

were able to develop the most accurate decision tree model possible. [4] 

In the paper, they propose a hybrid approach and a unique framework model to solve Bot-IoT attacks and IoT traffic 

detection in a smart city. They investigated  five well known ML  classifiers  and used a shoddy data mining tool to do 

so. All of the chosen ML  classifiers are run on the Weka application  using  ten-fold  cross-validation.  For identifying 

abnormalities  and  intrusions  in  IoT  networks,  the  Naive Bayes ML algorithm was demonstrated to be far better 

than the other ML methods.[5] 

Mohamed Faisal Elrawy did a comparative analysis of the most current IDSs developed for the IoT paradigm, 

concentrating  on  the  methodology, features, and processes that were relevant. This research looked at a number of 

articles. This research is focused on the design and development of IDSs for use in the IoT that is applied on smart 

environments. This article also looks at the IoT architecture,  as  well  as  security  vulnerabilities  and  their 

interactions with the layers of the IoT architecture.[6] 
 

In order to have a better knowledge of strategic investigations, Nadia Chaabouni and Mohamed Mosbah conducted 

a poll on IoT risk classification. Based on learning 
 

approaches and state-of-the-art intrusion detection findings, a complete review of NIDS for IoT is presented. [7] 
 

The present trends in IoT research, which are driven by applications   and the need for convergence in a number of 

interdisciplinary  technologies,  as  well  as  the  overall  IoT vision and technologies, are outlined in Rajkumar 

Buyya's study.[8] 
 

This paper presents a study of linear regression poisoning attacks and counter measures, which includes a design for 

the statistical attack that need minimal knowledge of the learning process, as well as extensively evaluated attacks and 
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defenses on   four   regression models (OLS , ridge , LASSO ,   and elastic net) and variety of datasets  from different 

domains. [9] 
 

For  intrusion detection systems, examine various forms, repercussions,  and  surface  attacks  on  IoT  networks.  

The major focus is on machine learning classification algorithms used to IoT system networks to increase the efficacy 

of identifying threats. 
 

This paper focuses on the many types of assaults and attack classes.  The  accuracy  of the classification model is 

94.57 percent.      The      whole      classification report      contains classification based on accuracy, recall, and F1-

score over the result,  which ranges from 0 to 1, as well as applying the model to training and test datasets, which 

yields considerably more accurate results based on average macro and average weight of TCP packets. The selection 

of threshold points, as well  as  the  optimization  of  anomaly  detection, should be precise to the dataset. As 

demonstrated in the table above, the model accuracy was projected using Machine Learning throughout the IoT 

network, with a comprehensive classification chart based on data obtained from an IDS.[10] 
 

III. DATA SOURCE 
 

The selected Data Set for our study is KDD Cup 1999 Data. The data has a generalised collection of analysed data 

that generates a variety of network attacks in a military context. The intrusion detection datasets developed by KDD 

99 are taken from a 1998 DARPA initiative. It provides a baseline for intrusion detection system (IDS) builders to 

compare different approaches. 

Simulation is done through a virtual military network that includes  three  'targeted' machines using various   

operating systems  and  services. There are three additional machines are then used to generate traffic by manipulating 

various IP addresses. And then, a sniffer uses the TCP dump format to record all network communication. The 

estimated total time in  seven  weeks.  Normal  communication  is  built  on  the 

expected profile of the military network and the attack falls 

 
DIFFERENT LAYERS IN IOT 
 

IoT uses a wide range of internet connections to send data from very small devices such as switches and sensors to 

the cloud, local feed farms, or large data platforms to make the world model more accurate. 
 

IoT  Architecture  is a gateway to a variety of hardware applications,  which  helps  to  establish links and make life 

much easier. 
 

Various communication systems, like Bluetooth, WiFi, LPWAN,   compact   and   ZigBee,   RFID,   are  adopted  by 

different categories of IoT architectures in order to transmit and receive various data. 
 

The physical layer, application layer, and network layer are three layers that form the standard IoT structure  (Fig 1) 
 

Application layer 
 

Mobile and web-based applications are used by the application layer to give services to users. The application layer 

works as an intermediary between the IoT device and the network it will communicate with. 
 

It  controls  data  formatting  and  presentation  and acts as a visual link between what an IoT device does and the data 

it generates is transmitted over a network. IoT applications can be smart homes, smart cities, smart health, animal 

tracking, etc. It is responsible for providing services to applications. 
 

Perception/physical layer 
 

The perception layer is the first layer in the IoT architecture, which actually works like the human eyes, ears, and nose. 

It has the responsibility of identifying objects and collecting information from them. RFID, 2-D barcodes and sensors 

are only some of the sorts of sensors that may be attached to things to gather data, which consists of the physical 
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(PHY) and medium access control (MAC) layers. The MAC layer creates a connection between physical devices and 

networks so that they may communicate properly. 

Network layer 
 

The network layer is also known as the transmission layer. 
 

The network layer serves as a bridge between the perception layer and the application layer. Information is transmitted 

through this layer, which collects data from sensory material and distributes it to various levels as needed. The 

communication device may be wireless or phone-based. Responsibility for connecting smart devices, network devices, 

and networks to each other is also required. Therefore, it is very sensitive to attacks from the attackers' side. It has 

significant security issues regarding the integrity and authentication of information transmitted over the network. 

 
into one of four categories. The 4 types of attacks are User to Root, Remote to Local, Denial of Service, and Probe. 
There  are 3 parts of the selected dataset, namely “10% KDD”, “Corrected KDD”, and “Whole KDD”.The 10% of 

KDD dataset contains only 22 attack types which is a comparatively shorter version of the “Whole KDD” database. It 

contains more examples of intrusions than normal connections and the types of attacks are not equally represented. 

Rejection of service attacks accounts for the majority of database attacks due to their nature. 

 
The "KDD Fixed" data set contains data with a statistical distribution  that  is  different  from  "10%  KDD"  or  "KDD 

Total" and it contains 14 additional attacks. The list of class labels  and  their  corresponding  categories  present  in  the 

dataset used for our analysis for detecting types of attacks are described in Table 2. We have done our analysis on the 

KDD dataset described here. 
 

 

 

Fig I 
 

IV. METHODOLOGY 
 

The goal of our paper is to compare the performance of different  supervised  learning  techniques  in  intrusion 

detection. Our goal is to analyze the sensitivity and performance of supervised techniques such as Decision Tree, 

Naive   Bayes,   Logistic   Regression,   SVR   and  by  using different distributions of training datasets. We are also 

trying to   investigate   and   tabulate   different   accuracy   of   the techniques used to detect the different types of 

attacks in the dataset. 
 

Description of the KDD99 data set 
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There are mainly four types of attacks that were used in our simulations.: 
 

• Probe: Attacks that are deliberately crafted and automatically scan a network of computers and hardware to 

 

gather  information  or  find  known  vulnerabilities  i.e.,  the probable weak point in the computer system. 
 

• Denial of Service (DoS): These categories of attacks are meant to shut down a machine or network, making it 

inaccessible   to   its   specified   users.   This   attack   denies legitimate   requests   from   legal  users  of  the  

system  by excessive  consumption  of  resources  such  as  flooding  the target with traffic. 
 

• User to Root (U2R): Beginning attacker tries to access the normal user account then gain access to the root by 
exploiting the weakness of the systems these attacks would be a threat to superuser privileges from a normal user 

privilege. 
 

• Remote to Local (R2L): The   attacks which result in a local user account launching a remote exploit. 
 

These four attack types were ordered sequentially. In each turn, a different attack was randomly picked up from 

the next category. Since   the   number of the Probe, R2L, and U2R attacks are very few compared to the DoS 

attack. 
 

Normalization 
 

Normalization is the important step inside the preparation of the  training   datasets because the features in KDD  are of 

various natures and their scales are of excessive variance. 
Standardization  of  the  training  dataset  is  a  basic  requireme nt  for  many  machine  learning  and  deep  learning  

algorithm s;  they  might  behave  badly  if  there  exists  a  class  imbalan ce.  minority  sampling  can  be  performed  

to  avoid  higher  cl ass  imbalance. 
The standard normal distribution is a form of the normal distribution.  When  a  normal  random  variable  has  a  mean 

equal  to  0  and  a  standard  deviation  equal  to  1. 
The  random  variable  in  the  standard  normal  distribution  is known  as  the  standard  score(zscore).It  is  possible  

to  transf orm  every  normal  random  variable  X  into  a  z  score  using the  following  formula: 
z  =  (X  –  μ)  /  σ 
Here,  X  is  a  normal  random  variable,  μ  is  the  mean  of 
X,  and  σ  is  the  standard  deviation  of  X. 
In  this  study,  we  have  only  considered  four  major  supervi sed  machine  learning  techniques:  Decision  Tree,  

Naive  Bay es,  Logistic  Regression,  SVR.  Following   is  a brief  explana tion  of  each  technique. 
Decision Trees are powerful and popular techniques for cl assification  and  prediction  problems.  Classification  is  

done in  a  hierarchical  order  in  the  form  of  a  tree.  It  follows  a topdown approach. Each internal node acts on a 

particular attribute  and  the  leaf  node  represents  the  value  of  the  tar get  attribute. 
Building  the  decision  tree:  Decision  trees  are  generally  bui lt  based  on  a  set  of  training  data.  In  this  case,  a  

particul ar  attribute  will  be  chosen  for  each  node.  Also,  the  leaf nodes  would  be  labeled  according  to  the  

appropriate  class. 
Classification:  To  classify  a  new  event,  an  attribute  for  ea ch  node  (top  to  bottom)  is  considered.  Based  on  

the  valu 
e  of  the  attribute,  the  tree  branch  is  selected.  This  process is  repeated  until  the  algorithm  reaches  the  leaf  

node. 
Naive  Bayes  Classifier  Algorithm  is  a  simple  and  strong probabilistic  classifier  algorithm  based  on  the  Bayes  

rule. The  main  aim  of  the  Naive  Bayes  classification  is  to  fra me  a  rule  which  will  allow  assigning  future  

objects  to  a class  when  only  provided  with  the  vectors  of  variables  tha t  describe  the  future  objects. 
Logistic  Regression  is  a  regression  algorithm  that  can  be used  for  classification  and  segmentation.  Logistic  

Regressio n  is  a  statistical  method  that  allows  for  the  analysis  and prediction  of  many  events,  especially  
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dichotomous  events. With  respect  to  the  number  of  values  in  the  dependent  va riable,  a  logistic  regression  

model  is  divided  into  binomial regression  analysis  and  multinomial  regression  analysis. Support  Vector  

Machine  (SVM)  is  a  robust  and  flexible  m achine  learning  model  which  possesses  remarkable  robust  p 

erformance  with  respect  to  sparse  and  noisy  data.  It  is  ma inly  used  in  classification  problems.  SVM  can  

perform  bot h  regression  and  classification  tasks  and  can  also  handle  c ontinuous  and  categorical  data.  SVM  

creates  an  optimal  h yperplane,  a  hyperplane  between  two  classes.  SVM  follows an  iterative  training  

algorithm.  The  goal  of  the  hyperplan 
e  is  to  maximize  the  distance  from  each  of  the  available classes  and  hence  to  distinguish  each  class  with  a  

minimu m  error  at  the  maximum  margin 
 

 

 

 
 

Fig 2 

 
V. DATA PREPARATION 

 

In   42   features   present   the   dataset,   protocol   type, service, and  status  flags  are   categorical   features  

and  the remaining 38 features are continuous in nature. These categorical variables are converted to continuous 

variables by using cat.codes function. The value counts of different types of attacks are presented in Table II. 

 

 
 

Table II 
 

On treating the duplicate and null values in the KDD99 data  set,  we  performed  a  series  of feature extraction and 

standardization   procedures.   Some   of   the   features   were coupled together and replaced with specific variables 

for easy computation. Certain features had to be converted from categorical to numerical. 
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Well-formatted   and   validated   data  improves  the  data quality  and  protects  applications  from  encryption  

such as empty values, unexpected duplicates, incorrect identification, and inconsistent formats. 
 

Basic   Exploratory   data   analysis   was   performed   to visualize different patterns and important features. 
 

In order to analyze the sensitivity of surveyed strategies in the  distribution of training data, data sets with a 

different relative  number  of attack records were prepared based on defined demographic categories. Data is then 

selected using K-fold from the training set. The selection is done in such a way that each training set contains all the 

attack categories. 
 

VI. EXPERIMENTAL RESULT 
 

The   outcome   of   our   model   is   tested   using   K-fold verification and this is done by the use of scikit-learn. 

This is a re-sample method that will provide a measure of model performance.   It  does  this  by  dividing  the  data  

into  k segments, training the model into all components except one held as a test set to test model performance. This 

process is repeated k-times and the score scale for all built-in models is used as a solid performance measure. 

Techniques were used in each training set. The same test data was used in different training  sets  for each phase. The 

results of each of the 5 different  set  strategies  (in  each  phase)  were  combined to evaluate the method. 

We have summarized the result for different methods in table III. 

 
 

Table III 

 
The results from Decision Tree and SVR show an accuracy rate of more than 90% for the detection of attacks. 

Naive Bayes has a detection accuracy rate of 61%. 
 

Classification reports for different attacks were also summarised in the table. 
 

We have compared our work with the latest work done in the same and the reports generated by other papers are 

summarised in Table IV. 
 

CLASSIFICATION REPORT 
 

 
 

Table IV 
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VII. CONCLUSION 
 

In the paper, datasets with a variety of attack types and percentages   are   used   to   evaluate   supervised   

intrusion detection techniques. In this paper, training data sets have a different number of attacks and percentages 

used to evaluate intervention strategies for finding intervention. The simulation results show that the maximum 

acquisition rates of the three categories  are  the  same  at  each  stage  of  the  attack.  In analyzing the high 

detection rate, Decision Trees and SVR show good results in the detection of DoS. For detecting other stages of the 

attack, Naive Bayes gives better results as compared to the other models being experimented with here in the 

paper. We also considered a general deviation from the level  of  acquisition of different strategies in each class of 

people. Strategic effectiveness is assessed based on databases with  different  percentages of attacks. Based on the 

results obtained  from this paper, the strategies are likely to show stronger than predictability when training using 

different training data sets. It was also noted that the strategies are likely to reflect different detection rates in the 

data that have fewer samples such as R2L, U2R, and Probe. 

As part of our future work, we aim to find the right combination of these accessibility features. We will work on 

forming a model with proper integration with CEP and ml models to try to build a better model to detect anomalies in 

the IoT Network. 
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