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ABSTRACT: Online shopping is one of the major emerging trends among busy people. Nowadays social networks 

have better popularity and advent nature, so more and more users wish to share their opinions about their experience in 

the form of making reviews, ratings and blogs.  Many Recommender System (RS) have followed the above factors for 

optimal suggestion to shop. Even though, the results are optimal and reliable, the system suffers from cold start and 

sparsity problem. Some of the social factors have been used in RS; still they have not been fully measured. The 

personalization can’t be determined with only social similarity, this also need to be identified by their personalized 

attributes. While considering the other attributes and factors, this created a dimensionality problem. To overcome the 

challenges in the RS, the current work proposed a superfine model named as PRAS (Personalized Recommender and 

Alert System), which combines users profile, their intrapersonal and interpersonal interest similarity along with the 

interpersonal influence. This helps to overcome the huge cold start challenge and NP hard problem. This will be 

worthwhile for the user to select appropriate service from the large shopping domain. The PRAS identifies and 

analyzes user behavior to investigate the value of stable recommendations. And it utilizes the memory based 

collaborative filtering and an ensemble stacking algorithm for optimal RS in online shopping. As like RS, the AS 

performs the alert process, when the similar product found in the shopping domain. This leads the e-commerce domain 

to be more effective and reliable. 
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I. INTRODUCTION 

 
ata mining is the process of retrieving patterns and useful information from huge data. In the context of social 

networks, many data mining techniques are more applicable. The most used data mining techniques in the field 

of social networks are: prediction, evaluation and recommendation. With the enormous amount of data stored 

in databases, files and other repositories, it is increasingly important if not necessary to develop powerful means for 

analysis and perhaps interpretation of such data and for the extraction of interesting knowledge that could help in 

decision making. Data Mining is known as Knowledge Discovery in Databases (KDD) refers to the nontrivial 

extraction of implicit previously unknown and potentially useful information from data in databases, while data mining 

and knowledge discovery in databases are frequently treated as synonyms data mining is actually part of the knowledge 

discovery process.  

D 
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Fig 1.0 Steps in the Evolution of Data Mining 

 

Data mining, the extraction of hidden predictive information from large databases is a powerful new technology with 

great potential to help focus on the most important information in their data warehouses shows in fig1.0. Data mining 

tools predict future trends and behaviors allowing users to make proactive knowledge driven decisions. The automated 

prospective analyses offered by data mining move beyond the analyses of past events provided by retrospective tools 

typical of decision support systems. Data mining techniques can be implemented rapidly on existing software and 

hardware platforms to enhance the value of existing information resources and can be integrated with new products and 

systems as they are brought online. 

 

In the recent years, the Web has undergone a tremendous growth of Internet access, various types of social 

applications are available (e.g., online shopping, searching images, audios, and videos) have become ubiquitously 

available anytime [1]. But the amount of information available on the Internet has become immense and is still growing 

at an unbelievably fast rate. The emergence of online shopping networks (e.g., Amazon, Flipkart) has further boosted 

the volume of online information resources, since these technologies enable online users to freely view, buy and share 

products related to all types. On one hand, the abundance of online information may virtually guarantee that users are 

able to find what they are looking for. On the other hand, this same abundance also makes the useful information 

difficult to find, a problem referred to as “information overload”. Two major Internet techniques, to wit, information 

search and recommendation, have been developed to help online users handle the information overload problem. 

 
Fig: 2.0 online shopping processes 

In the search case, illustrated in Fig 2.0, users actively express their information needs by submitting queries to the 

website (engine), and then the system tries to find the items in the collection that best match the queries and user 

selection. 

 

 
Fig: 3.0 online shopping process with recommender system 
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In the recommendation case, illustrated in Fig.3.0, recommenders intend to provide people with suggestions of 

products they will appreciate, based upon their past preferences, history of purchase, or demographic information. 

 

II. RELATED WORK 

 

A. RECOMMENDATION SYSTEM AND TECHNIQUES: 

 

 Recommendation systems (RS) apply data mining techniques and prediction algorithms to predict user’s interest on 

information and products among the tremendous amount of available items. Recommendation systems are software 

agents that extract the interests and preferences of individual consumers and make recommendations accordingly. RS 

have the potential to help and improve the quality of the decisions consumers make while searching for and selecting 

products online. With the tremendous growth of e-commerce, the information overload problem created; due to this 

problem users are not able to effectively search items on the web. In the electronic world, RS has introduced the need 

for information filtering techniques that are use to help users by filter out information in which they are interested in. 

 

 
Fig: 4.0 recommendation system types 

 

Recommendation systems are one of the approaches for the shopping recommendation which is based on providing 

possible items of interest to a user instead of the user to go searching for them. RS changed the way as the websites 

communicate with their users. Instead of providing a static feel for the users, in shopping items searching, this provides 

potential suggestions which increases communication to provide a higher experience. RS recognize recommendations 

autonomously for individual users based on past browsing history, profiles, rating and other reviews given to item and 

this also considers the other users behavior too. List of recommendations in given in fig 4.0. The branches of RS are 

described below. 

 

i.  PERSONALIZED RECOMMENDATION:  

Personalized recommendation enables the online customization or suggestion of data in any format that is relevant to 

each and every user based on the users implicit and explicit behavior and tastes and explicitly provided details [2]. 

Personalized recommendation engines are classified into five types depends on their approach to recommendation [3]: 

1. Content-Based Filtering: 

 Content-based recommendation method is based on the information about item content and ratings a user has given 

to items. This technique combines these ratings to profile of the user’s interests based on the features of the rated items. 

The recommendation engine then can find items with the preferred in the past as illustrated in Fig 5.0. The 

recommendations of a content-based system are based on individual information and ignore contributions from other 

users. 
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Fig. 5.0 Content-Based Recommendation 

 

2. Collaborative Filtering: 

 Collaborative filtering technique based on users history in the form of rating given by the user to an item as their 

information source [5]. It can be accomplished by making relation between the users or between items. Collaborative 

filtering is categorized into three types: user-based, item-based, model-based. User-based Approach makes 

recommendation based on the interest of the user having the similar taste. It correlates user as per the rating given to the 

items. From the Fig. 6.0, first user related to third user instead of second because the rating given by third user is quite 

similar to the first one. That’s why item 3 is recommended to the user as it’s the only remained item. 

 
Fig. 6.0 User-Based Collaborative Filtering 

3. Item-based: 

 Item-based Approach is based on the items as the user rated items similarly are probably similar. From Fig. 7.0, 2nd 

and 3rd user rated item 1 and 3 so it assumes that item 1 and 3 are become similar. As 1st user like item 1, item 3 is 

recommended.  
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Fig. 7.0 Item-Based Collaborative Filtering 

 

4. Demographic: 

 Demographic recommendation technique uses information about user only. The demographic types of users include 

gender, age, and knowledge of languages, disabilities, ethnicity, mobility, employment status, home ownership and 

even location. The system recommends items according to the demographic similarities of the users.  

5. Knowledge-Based Filtering: 

 Knowledge based recommendation system is based on the explicit knowledge about item classification, user interest 

and recommendation standard (which item should be recommend in which feature) [6]. It is an alternative approach to 

the collaborative filtering and content-based filtering. 5. Hybrid approach Hybrid approach is a combination of all 

above types [8].  

 

III. PROPOSED SYSTEM 

 

Our proposal provides a study of developing an optimal RS and AS based on inters personal similarities. Our 

proposal introduces a new superfine algorithm which combines the Machine learning and Recommender system to 

overcome the service selection challenge in online shopping domain, where creates the service recommendation and 

similarity measure problems. Our system initially analysed the drawbacks of the existing RS and develops two different 

approaches based on collaborative filtering and clustering algorithm and the other one is Alert System, which is for 

capturing and suggesting the optimal service from large user log set. And finally the system applies a new memory 

collaborative filtering technique to eliminate ineffective products from the result set.  

 

Contributions: 

We proposed a personalized recommendation system which combining user profile, intrapersonal and interpersonal 

interest similarity along with the interpersonal influence. The thing of user individual interest makes associations 

between user and product with hidden features. The followings are the contributions of the proposed work. 

 Identifying and analyzing user behavior to investigate the value of stable recommendations. 

 The proposed RS utilizes interpersonal and intra personal similarities from the user log. 

 Creates a memory based collaborative filtering for online shopping product recommendation. 

 Identifying user’s usage patterns and how many users accepted the recommendations. 

 Appling a new recommender system with computational overhead reduction.  

 This has be applied an ensemble approach called stacking. Stacking (sometimes called stacked 

generalization) involves training a learning algorithm to combine the predictions of several other 

learning algorithms. 

The main contributions of this paper are summarized above. Such community factors make connections between 

user and other user using the same hidden feature vectors. So this proposes a Recommendation and alert approach by 

enforcing user personal interests. Identifying personal unique interest is modeled to get an accurate model for the above 

mentioned cold start problem, here the cold start user and user with very few friends and rated items can able to get the 
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appropriate suggestion and recommendations.  The influence of the hidden factors in the recommendation system with 

performance metrics has been modeled.  

IV.  P-RAS APPROACH  

 

The chapter explains about the proposed P-RAS approach on personalized shopping product recommendation based 

on the P-RAS model, which follows a combinatorial recommendation strategy and has the ability to combine many 

possible constraints that exist in the real-world scenarios. The probabilities associated with various state changes are 

called transition probabilities.  

 

P-RAS are used for combinatorial optimization in which an optimal solution is required over a discrete search area. 

This helps to overcome the problem of decision making problem where the search-space of product selection grows 

faster than exponentially as the size of the user log grows, which makes an extensive search for the optimal solution 

infeasible. Several systems suffered from decision making and cold start problem, where set of products and user log 

may result in several multidimensional combinatorial problems. 

 

A. Improved Stacking ensemble Algorithm:  
Stacked algorithm is an improved method of using a high-level model to combine lower level models to attain 

maximum predictive, replacing accuracy. A stacking algorithm is a mapping taking as follows; {a training set of s pairs 

{xk ∈ T n , yk ∈ T} 1 ≤ k ≤ S together with a question ∈ T n } into {this ∈ T}. (Full generality would have predict the 

rating R ∈ T s not T. this can predict, replace and generalize rating guesses in R m with the CF model of m separate 

generalizes making guesses in R. 

 Mean rule: μj(x)=1T ∑Tt=1dt,j(x) 

 Sum rule: μj(x)=∑Tt=1dt,j(x) (provides identical final decision as the mean rule) 

 Weighted sum rule: μj(x)=∑Tt=1wtdt,j(x) (where wt is the weight assigned to the tth classifier ht according 

to some measure of performance) 

 Product rule: μj(x)=∏Tt=1dt,j(x) 

 Maximum rule μj(x)=maxt=1,⋯,T{dt,j(x)} 

 Minimum rule μj(x)=mint=1,⋯,T{dt,j(x)} 

 Median rule μj(x)=medt=1,⋯,T{dt,j(x)} 

 Stacking mean rule μj,α(x)=(1T∑Tt=1dt,j(x)α)1/α 

o α→−∞⇒ Minimum rule 

o α→∞⇒ maximum rule 

o α=0⇒ Geometric mean rule 

o α=1⇒ Mean rule 

The improved stacking algorithm in RS involves with the following steps, this initially performs the splitting 

process, which splits the training dataset into n number of disjoint datasets. Here the user log details will be segmented 

according to their profile.  The next step is training process, which involves the learning process from base learners. 

Algorithm: 

Input: user log, user profile, product details 

Output: predicted ratings and suggestion 

Steps: 

1. Split the training set T into two disjoint sets n[3]=S.split(T). 

2. Train ti several base learners P on the first part n[1]. 

3. Test the base learners ti=P(t) on the second part. 

4. Using the predictions from  step 3 as the inputs, and the correct responses as the outputs, train a 

higher level learner. 

 

In P-RAS other user’s interest and log will be taken as training data for another user. After the successful training 

phase the system performs the test phase of individual interest measures, all suggestions and recommendations are 

taken in this phase. Finally this predicts the rating and user interested products with high correlation. 
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The basic principle of P-RAS is to pursue Neighboring Solutions whenever it encounters a local optimum which is 

known is interpersonal similarities.  And performs returns back to previously visited solutions, which is prevented by 

the temp memories which is known as RS list. priority list helps to record the recent history of the product search by 

the user. 

 

B. User Interest Factor 

The similarity value calculation between users in the same category by means of interpersonal and intra personal as 

well as product based is important task in P-RPS.  The system proposed the effectiveness of P_RPS model with 

consideration of individual preference, interpersonal influence and intra personal influence. The system considers the 

independence of user interest in the e shopping domain. It means this can recommend items based on user interest at a 

certain extent this also utilizes user’s association with the items to train the hidden feature vectors in stacking 

algorithm, especially for the existing and more expecting users. The system also considers the Interest circle inference 

technique. As per the stacking algorithm this segments the social network into several sub-networks and each of them 

correspond to particular item collection. To overcome the cold start users who has a few rating records from the ulog 

then the ratings of their associated user’s interest in the same category to link user interest products. 

 

C. Individual Interest measure: 

Due to the individuality especially users with huge rating records in e shopping domain, users usually choose 

products all by themselves with little influence others.  To provide the product recommendation without affecting 

individuality for experienced users, the system proposed an optimal personalized recommendation system. The 

significance of user and item depends on the relevance of user interest Tu and item topic Ti to a certain domain this 

takes several attributes such as product category, company name, price and offers. This denoted the relevance of user 

T’s personal interest to the category of item i in the RAS model by RASu,i 

 

RASu,i = Sim(Tu,Ti). 

 

This performs the similarity measure by fine filtered attributes. The derived products should satisfy the personal 

interest and as well as social influence without affecting their attribute consideration. 

 

For each attribute in the attribute list (Ai) € sim (user1, user2, Ai) 

 

From the above equation the similarity has been calculated between two users with the consideration of any 

particular attribute such as price, i.e. this measures whether the average price spent by user 1 is similar to user2, based 

on this the system suggests products to user 1 from user 2 log. 

V. RESULTS 

 

 In this section measure the performance of the each iteration then measure the results the overall time of 

the P-RAS. Shopping recommendation accuracy is evaluated by comparing the packages which assigned by the 

similarity measures. In this section, through statistic analysis, the system finds the average time taken for each process 

in P-RAS. This is initially calculates the individual times such as profile based, interpersonal based and intra personal 

based. This shows the impact of the amount of user information (user’s number of rated items and number of friends) 

to the accuracy of the proposed model and compared models in e-shopping. 
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Fig 8.0: Time analysis 

 From the above chart fig 8.0 the system shows the time taken at each stage of P-RAS. The number of 

product is specified from 10 to 50. For each process, the time calculated and finally the system provides the overall 

time taken by the P-RAS . This shows for 5 Products the system takes 57.4 mille second time.  

VI. CONCLUSION AND FUTURE WORK 

 

 A personalized recommendation and alert approach has been proposed by combining several real time factors 

known as profile based, personal interest based, interpersonal interest similarity, intra personal similarity and product 

influence with various attributes. This overcomes the cold start and recommendation problem, which is common in 

recommender system. To overcome the above issues, the system implemented improved stacking ensemble algorithm 

with memory based collaborative filtering techniques. This approach is implemented in an e-shopping dataset with 

relevant similarity measurement phases. This measures individuality of rating items with the reference of experienced 

users with various factors. At present the personalized recommendation model in the literature only takes interpersonal 

relationship and user’s historical rating records. In the proposed P-RAS, the system takes the area information and 

other attributes to recommend more personalized and real-time items to the users. 
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