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ABSTRACT: Arecanut is the major and popular commercial crop in many parts of India. Varieties of arecanuts are 
grown by the farmers in different parts of India. Classification of arecanuts based on their variety enhances the quality 

and allots a grading for the consumers and buyers. In this paper, a supervised classifier Support Vector Machine (SVM) 

is used for classifying the arecanut. Semantic segmentation is carried out to separate foreground from the background. 

Experimentation is performed over the image dataset consisting of 1200 images where 98% of the dataset is used for 

training and 2% of the dataset for testing. Finally, the performance of the proposed system is evaluated through metrics 

such as precision, recall and F –measure.  
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I. INTRODUCTION 

Arecanut is one of the major cash crops of India. It plays an active role in Indian family and is used for refreshment and 

also as a part of tradition and culture. Areca nut is also popularly known as betel nut and has a vital role in the 

preparation of medicines in the field of Ayurveda. The people residing in coastal region grow this in different kinds as 

a commercial crop. India is one of the largest producer of arecanut in this world and exports it to many other parts of 

the world. Karnataka, Kerala and Assam are the three states that grow arecanut in India. Nearly 89% of arecanut is 

cultivated by the three states of Karnataka, Kerala and Assam. Other parts of India such as Meghalaya, Tamil Nadu, 

and West Bengal, the crop is grown in a very small area even though there are lots of consumers. The arecanut is 

cultivated in large number especially in places of Uttara Kannada, Dakshina Kannada and Udupi regions located in 
Karnataka and will occur as shown in Fig. 1. 

II. RELATED WORK 

Classification of arecanut plays a vital role while grading during buying and sales. The agriculturist can get a good rate 

while selling if the arecanut is of good quality. The automatic machines developed aren't efficient to completely remove 

the husk from the nut because of variation with the size of the betel nut, and therefore the arecanuts are damaged due to 

the non-availability of the optimum process parameters and hence, they are expensive. Proper classification helps in 

fixing the right price for right crop. If the arecanuts are properly classified into different categories and sorted then the 

farmer earns a good price. The labour charges incurred while sorting is also saved by using a good classification 

system. The prior works found in literature are automatic arecanut grading systems that focused on color, texture, and 

shape as features [2].  These methods are based on segmentation, masking and classification [3]. Classification based 

on texture features[1], [4] have been reported in literature where segmentation was done using global based threshold 

and Otsu methods [6] followed by classification using mean and GLCM [9]. Some of the works were found in literature 
using color features for segmentation with SVM for two grade boiling and Non-boiling classification [5]. Few works 

also focused on arecanuts which were husk free and were classified by the use of texture features with NN classifier 
[6],[8].   

III. PROPOSED SYSTEM 

 

The proposed model consists of three different stages as depicted in Fig 2. The first stage is segmenting the areca from 

its background which is mainly done to avoid the shadow effect occurred while capturing the image.  

 

The images are segmented using Semantic segmentation and the foreground object is retrieved after preprocessing. The 

second stage used here is to extract the features from the segmented image.   

http://www.ijircce.com/
https://en.wikipedia.org/wiki/Assam
https://en.wikipedia.org/wiki/Meghalaya
https://en.wikipedia.org/wiki/Tamil_Nadu
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In the third stage, the classification of arecanut into five different classes is carried out. For the purpose of 

classification, well known supervised classifier Support vector machine (SVM) is used. After training, the test images 

are given in testing phase to match with the trained image. Upon proper matching, the test image will be labelled with 

the class of the trained image.  

 

 
Fig. 1: Sample of Arecanuts in Dakshina Kannada Region 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.  2:  Proposed Model for Arecanut Classification 

 

 Input Image: Both the test image and training images are fetched from the data set stored in computer. To 

maintain uniformity, the captured images were resized and stored in the dataset. 

 Image Segmentation: Image segmentation techniques have been applied to split the pixels of the image into 

two subsets: object area and the background.  

 Feature Extraction: Feature extraction is the process to retrieve the most important data from the raw data. 

The major goal of the feature extraction is to extract set of features, which maximizes the recognition rate with 

least number of elements.  

 Training Classifier for Testing:  This stage is training support vector machine classifier for classification of 

the test image using features stored in the knowledge base. 

 Trained Model: The training model consists of classifier which is used to classify the images and storage unit 

to store the extracted features of the training images. 

 Classification: This is the final stage of the proposed model which focuses on the labelling the unknown 

Arecanut image to the known finite classes based on similarity of the images.  

 

In this work, samples of five different classes of arecanut as shown in Fig. 3 are collected for the purpose of 

classification and the steps involved are discussed in detail below: 

 

http://www.ijircce.com/
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a. Segmentation 

Segmentation is the method of partitioning the image into sub parts so as to get the area of interest for further 

processing. The procedure of partition is carried out based on two major properties of intensity, discontinuity and 

similarity. 

 

Semantic Segmentation: Semantic Segmentation is the process of assigning a label to every pixel in the image. This is 

in stark contrast to classification, where a single label is assigned to the entire picture. Semantic segmentation treats 

multiple objects of the same class as a single entity as shown in Fig. 4. Semantic segmentation algorithm provides a 

fine-grained, pixel-level approach to develop computer vision applications. It tags every pixel in an image with a class 

label from a predefined set of classes. 

 

 

 
Fig.  3:  Five classes of Arecanut 

 

        

 
Fig. 4: Results after performing Semantic Segmentation 
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b.  Feature  Extraction  

Feature extraction is the process of extracting the information of an image which aids in classification. The colour, 

shape,  and texture features are most commonly used in computer vision applications [1]. Color histograms are most 

widely used feature extraction method for color image retrieval applications where RGB color space is used. When the 

segmented image is fed into this extraction method, color histogram is generated for each and every image from the 

given set of data. These histograms consist of proportion of each color pixels of the image. For a color image, 

histogram is the collection of bins, where each bin specifies the probability of specific color pixels of the image. While 

generating the histogram for a given image, each pixel is mapped to a bin and each bin consists of number of pixels 

having the same color [10]. 

 

c. Classification 

This is the final stage of the proposed model which focuses on labelling the unknown arecanut image to the known 

finite classes based on similarity of features. Classification is a supervised learning technique which has training and 

testing stage. In training stage, a sample is labelled and kept in a specific class. While testing, a unknown sample image 

will be compared with trained sample and if it is found similar to the training image, it is labelled with that of a training 

image. In this work, Support Vector Machine (SVM) is used for classification [7]. 

 

SVM is mainly devised for classifying a two class problem by separating the classes using creating of hyperplane. A 

hyperplane is a process of boundary fitting to a region of points which are similar. This makes the similar points to 

classify into a specific class. Once a hyperplane is created for training samples, for testing samples, we need to check 

whether they are within the same boundary or not. If it lies within the boundary it will be classified to a known created 

class. For a simple two attribute problem the hyperplane is either a straight line or a curve for separating them.  

 

The direct approach SVM for multi class problem is not well suited, so it will be avoided. For multi-class problem 

different approaches will be employed. A multi category classification classifies the pattern by computing the c linear 

discriminant functions given by, 

gi(x) =  W’(x) +Wi0 

for i = 1,2,......,c and assign x to the category corresponding to the largest discriminant. A One-Versus-One classifier is 

constructed by dividing n-classes into n / (n-1)/2 binary classes. Each case will have a binary classifier responsible for 

dividing different pairs of classes.  

Learning is done by training the data with any of the two labels corresponding to the classes. If it encounters any class 

labels which are not similar, it will be ignored. During testing, a pattern is given to each one of the binary classifiers. 

The output is given by Sxy. This provides confidence score of the binary classifier for dividing class x and y as per the 

previous class. The class having highest confidence scope will be the output class for the classifier. The scope matrix of 

the classifier is given by, 

 

 

 

 

 

 

 

In SVM, training is easy and operates nicely with dimensional data. Both continuous and categorical data can be easily 

handled. It predicts the nonlinear relations within the data and is a non-parametric technique. It deals well with 

erroneous data. Henceforth, the SVM classifier has been utilized to classify the arecanut into five different classes. 
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IV. DATASET AND EXPERIMENTATION 

 

The dataset for experimentation is obtained by capturing the samples as the standard dataset was not available for 

arecanuts. The dataset comprising of 1200 images were used to classify into five classes as shown in Fig. 5.  

 

 
Fig. 5: Sample Images in Arecanut Dataset 

 

 

The five classes considered in this work are 1: Cheppugotu 2: Karigotu 3: Patora 4: New Areca and 5: Old Areca.  

Real time data collection has been done for construction of dataset. These images for the dataset were captured using 

Nikon digital camera at arecanut processing centers in  Sullia Taluk, Dakshina Kannada district of Karnataka state in 

India.  

 

Out of the known metrics for validating machine learning models, we choose Accuracy and F1 as they are the most 

used in supervised machine learning. For the accuracy score, it shows the percentage of the true positive and true 

negative to all data points. So, it’s useful when the data set is balanced. For the F1 score, it calculates the harmonic 

mean between precision and recall, and both depend on the false positive and false negative. So, it’s useful to calculate 

the F1 score when the data set isn’t balanced. 

 

In SVM, we used two different kernel functions polynomial and Radial Basis Function (RBF). SVM with RBF kernel 
function is outperforming SVM with Polynomial kernel function. It has achieved greater accuracy during training of 

the image dataset. The proposed system calculates the accuracy and F1 scores to show the performance difference 

between the two selected kernel functions (Poly and RBF) on the same data set as shown in Fig. 6.  

 

 
                                                              Fig.  6: Performance of the proposed system  

http://www.ijircce.com/
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The proposed work can help the farmers/business persons to automatically classify the Arecanut much faster without 

any man power. It also helps to obtain higher accuracy than a human performing the same task.  

 

The classification results for different categories of arecanut obtained by the proposed system are shown below in 

figures (Fig. 7 to Fig. 11): 

 

 
Fig. 7: Predicted image after classification as Patora 

 

                                    
Fig. 8:  Predicted image after classification as Old 

Areca 

 

 
Fig.  9: Predicted image after classification as New 

Areca 

 

 
Fig.   10: Predicted image after classification as 

Karigotu 
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Fig.  11: Predicted image after classification as Cheppugotu 

V. CONCLUSION 

 
Arecanut classification is a critical task in computer vision application. By selling the classified arecanuts at their right 

prices the farmer would be able to earn more profit compared to selling it unclassified. The manual cost and sorting 

time always impacts the income of the farmers. In this work, classification of areca nut is carried out using SVM 

classifier by obtaining good accuracy for prediction of arecanut classes. 
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