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Abstract Biometrics is one of the very abruptly developing trends now-a-days. The applications of biometrics lies in 
various fields like crime control, forensics, authentication control, secured access to the crucial data etc. The face is one 
of the prime important biometrics used in various fields for security application. Hence we propose here a strong 
technique of face identification using facial marks such as moles, face lines, wrinkles, pimples, scars etc. There are few 
limitations of the traditional face recognition algorithms as they use primary features such as eyes, nose and mouth for 
the face recognition. The dependence of the algorithm prominently of face primary feature could not work if the person 
faces an accident and the primary features are completely damaged. In the proposed technique we mask all the primary 
features such as eyes, nose and mouth which are detected using computer vision toolbox and we consider only the skin 
portion of the face for person identification. The face marks are strongly highlighted using canny edge detection 
algorithm and the feature descript are located using speeded up robust feature (SURF). The other algorithm scale 
invariant feature transform (SIFT) is also implemented for face identification using facial marks. The results of both 
algorithms are examined and the comparison of the 2 algorithms is performed, where we can observe that the SURF 
technique is faster than SIFT by detecting fewer feature points. The time of execution taken for the SIFT algorithm is 
much more than SURF for feature matching. 
 
KEYWORDS: canny edge detection, facial marks, face identification, scale invariant feature transform (SIFT), 
speeded up robust feature (SURF). 

I. INTRODUCTION 
 

In this modern world, the reliable individual identification capability of a system in real time is of immense use in 
various applications such as forensics, international border crossing, financial transactions and access allocation to the 
computer systems etc. The very biggest factors which led to emergence of skin biometrics techniques are forensics, 
financial frauds, and security applications. 

Facial marks detection is one of the most prominent techniques in the field of face recognition. There are few 
drawbacks of face recognition algorithm where these techniques need the complete visibility of the primary face 
features such as eyes, nose, mouth etc. In many accidental cases these primary features are completely damaged and 
hence becomes much difficult to recognize the face using those primary features. In such situations, facial marks 
detection technique can be used where the skin marks are used to identify the person instead of primary features. A 
wide range of research has been carried to improve the performance of face recognition algorithms by improving the 
feature presentation scheme. The facial features include the wide range of facial marks such as moles, freckles, scars, 
wrinkles and lines etc. These skin marks are detected using various algorithms such as Fast Radial Symmetry 
Transform (FRST), Canny edge detection algorithm, Scale Invariant Symmetry transform (SIFT), Principle component 
analysis and Speeded Up Robust Feature (SURF) etc. 
 In this paper, the face identification technique is proposed using canny edge detection techniques to highlight the 
prominent facial marks and lines and Speeded up robust feature techniques is used to locate the skin marks on the face. 
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The frontal face image is considered as an input image where the facial portion can be easily viewed. The face portion 
from the image is cropped an all the primary features such are eyes, nose and mouth are masked. Hence, the only 
portion considered for the person identification would be skin and marks on the skin. 

The facial marks detection technique can be effectively used to identify the person identity in the applications of 
authentication and the access allocation systems. The authenticated person can be easily identified using the facial 
marks; if the person is found to be exact match with the intended user then the permission for accessing the services can 
be granted. 

II. LITERATURE REVIEW 
 

Anil K. Jain [1] proposed a technique to use the micro features such as freckles, moles, scars, pimples, acne etc to 
recognize the face with high efficiency.. The method proposed [1] differs in many aspects than previously implemented 
techniques. It detects the marks which are only locally salient and focuses on detecting the meaningful marks. 
Experimental results based on FERET and Mugshot databases show that the use of facial marks improves the rank-1 
identification accuracy from 92.96% to 93.90% and from 91.88% to 93.14%, respectively. Biman Chandra Dey [2] 
proposed a technique to detect acne scar- pixels in color images. The three RGB planes represent the data. The 
knowledge base was build using the background pixels and the interested lesions from the images present in the 
database. The clusters built from knowledge base are found to be distinct in the RGB space. The classification as well 
as segmentation is performed using mahalanobis distance method which is a minimum distance technique. The Bayes 
method has also been implemented. The results are assured by the manual classification and scar observation. The 
minimum distance classifier gives better results as compared to bayes classifier. The sensitivity and specificity averages 
are 90.36 and 93.82 respectively. Ziaul Haque Choudhury [3] proposed a technique to locate the face marks hidden 
under the cosmetics with the help of global and local texture analysis. The generalized face mask is created which is 
used to detect the face and locate the primary features. Lastly, the canny algorithm is used to identify the local 
irregularities and the edges in the image and the Speed up Robust Feature algorithm is used to detect the facial features. 
All the detected facial marks are connected to increase the face recognition accuracy. Nisha Srinivas [5], proposed a 
technique to identify the identical twins with their facial marks. In this paper [5], the test image is applied to a five level 
Gaussian pyramid. Each level of the pyramid is processed separately. The skin mark which is detected in most of the 
level could be the efficient and easily definable skin mark and can play a significant role in distinguishing between 
identical twins. The results were analyzed by performing various experiments to determine whether manual face marks 
detection performs better or automatic face mark detector performs better. It was found that the EER percentage for 
manually detected face mark is more than automatically. Dong Li [6] proposed a technique to verify the face using pore 
scale features. In this technique they have used high resolution images in order to identify the facial pores easily. The 
technique called as Pore-Principal Component Analysis (PCA) Scale Invariant Feature Transform (PPCASIFT) which 
is adapted from PCA-SIFT is modified for the extraction of a set of distinctive pore-scale face features It is observed in 
the results that PPCA-SIFT have the least EER rate than PCA, Gabor + PCA, LBP, LBP+PCA, PSIFT. The EER for 
PPCA-SIFT is 4.64% if all images from database are considered. 
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III. METHODOLOGY 
The Figure 1 shows the system flow diagram.  
 
 
 
 
 
 
 

 
 

Figure1 
 

Initially the test images are considered. There are two RGB images with the frontal face captured which are read as 
test images. The face portion from the image is cropped using computer vision toolbox. The rest portion except the face 
part is discarded. Later the primary facial features are extracted using computer vision toolbox. The primary facial 
features such as eyes, nose, mouth etc are considered. These features are masked. Hence only the skin portion from the 
face will be visible and the rest features will be masked. The marks on the skin portion will be identified and located 
using the two algorithms which are canny edge detection algorithm which is used to locate the skin marks and speeded 
up robust feature which is used to locate the features and the second algorithm used is scale invariant feature transform. 
We will discuss these algorithms in some more detail in the later sections. Later the detected facial features will be 
matched with the other image and will decide whether the two test image faces are similar or not. 

 
 3.1 Canny Edge Detection 
 
Canny edge detection technique is a process of identifying the sharp irregularities in the image and locating those 
discontinuities. The irregularities are abrupt changes in the intensity gradients near the boundary regions. The 
various steps in canny edge detection are as discussed in section 3.1.1 
 
3.1.1 Steps in canny edge detection  
 

1. Noise Filtering: The unwanted noise from the image is filtered using Gaussian filter with the mask shown 
in figure 2. 

 
Figure 2: Discrete approximation to Gaussian function sigma=1.4 

 
2. Calculating the edge strength: The edge strength is calculated by taking the gradient of an image. The 

sobel operator can be used to calculate the gradient of the image which is as shown in figure 3. 
 

 
Figure 3: sobel operators 
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The gradient magnitude, or edge strength, of the gradient can be calculated using the formula given in eqn 
1:  

|G| = |Gx| + |Gy|……(1) 

3. Computing the direction of the edge: The directions of the edge can be calculated by approximating the 
gradients. It can be represented by the formula given in eqn 2, 
θ= invtan (Gy / Gx) ………..eqn 2 

4. Once the edge direction is known, it is time to relate the edge direction to a direction that can be traced in 
an image and decide a single direction which can be 0, 45, 90 or 135 degrees. 

5. No maximum suppression:  It traces along the edge in the edge direction and suppress any pixel value that 
is not considered to be an edge. This will give a thin line in the output image.  

6. Hysteresis: uses 2 thresholds, a high and a low. Any pixel in the image that has a value greater than T1 is 
presumed to be an edge pixel, and is marked as such immediately. Then, any pixels that are connected to 
this edge pixel and that have a value greater than T2 are also selected as edge pixels. If you think of 
following an edge, you need a gradient of T2 to start but you don't stop till you hit a gradient below T1. 

3.2 Speeded Up Robust Feature (SURF) 

Surf can be used to determine and locate the prominent facial marks in the test image. SURF uses hessian based 
blob detector which provides better and faster results. The Hessian matrix H(x, σ) in x at scale σ can be given by 
formula given in eqn 2, 

(ߪ,ݔ)ܪ  = ൤ݔݔܮ
,ݔ)ݕݔܮ							(ߪ,ݔ) (ߪ

,ݔ)ݔݔܮ  ൨…….. (2)(ߪ,ݔ)ݕݔܮ								(ߪ

Where Lxx (x, σ) is the convolution of the Gaussian second order derivative ∂2/∂x2 g(σ) with the image I in 
point x, and similarly for Lxy (x, σ) and Lyy (x, σ). 

3.3 Scale invariant feature transform (SIFT) 

Scale invariant feature transform is a technique used to detect the required prominent features effectively. The SIFT 
feature is scale and rotation invariant hence it can effectively detect the features even if image is varied in scale as well 
as rotation. 

3.3.1 Steps in the SIFT technique are as described in the section 3.3.1 

1. Scale Space Extrema Detection: The scale space extrema detection in SIFT algorithm resembles finding and 
locating the key points of interests in an image. These key feature points are found in the scale space which 
represents the maxima and the minima in the images which is obtained by the difference of the Gaussian function 
which is indicated by D (x,y,σ).  

The scale space variable is defined by the function L(x, y, σ) which can be obtained by taking the convolution of a 
variable-scale Gaussian G(x, y, σ), with the input image, I(x,y). the space variable function can be interpreted as 
shown in the eqn 3. While eqn 4 gives the equation for variable scale Gaussian function. 
 

,ݕ,ݔ)ܮ (ߪ = ,ݕ,ݔ)ܩ (ߪ ∗  (3) ..…………………(ݕ,ݔ)ܫ

,ݕ,ݔ)ܩ (ߪ = భ
మഏ഑మ

௘ష(ೣమశ೤మ)/2ߪଶ ……….………….(4) 

http://www.ijircce.com


           

                  ISSN(Online):  2320-9801 
             ISSN (Print) :  2320-9798     

International Journal of Innovative Research in Computer 
and Communication Engineering 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Website: www.ijircce.com 
Vol. 6, Issue 4, April 2018 

 

Copyright to IJIRCCE                                                            DOI: 10.15680/IJIRCCE.2018.0604098                                            3822 

  

Where σ denotes the standard deviation of the Gaussian G(x, y, σ) 

2. Removal of unreliable key points: The final key feature points are chosen based on its stability condition. In this 
removal of unreliable keypoints the least contrast points and the points which are localized at the end edges are 
suppressed and ignored to remove the unwanted noise and the instability occurring due to the noise. In order to find the 
unreliable keypoints, at each of the detected and located keypoints the value of |D (x, y, σ)| is computed. Later these 
values are compared with thresholds. If the value of keypoint is indicated below the threshold then that keypoint is 
ignored as it is a low contrast point. 

3. Orientation assignment: Each keypoint is assigned with the orientation by constructing the HOG i.e histogram of 
gradients orientation (x,y) which is weighted by the m (x, y) which are the magnitude of the gradients from the 
keypoint neighbourhood.  
4. Key point Descriptor Calculation: This indicates the various keypoint descriptors which have various different 
directions of orientation. The 4x4 histogram is created for the significant shift in the gradient positions. The directions 
of the orientations are as indicated in the figure. The length of each arrow denotes the magnitude of the histogram entry 

 
IV. RESULTS 

 
 The facial feature matching and using those matched features the two test image match detection is carried. If the two 
test images are matched then the message “face match found is displayed”. If the two faces are not matched then the 
message “face match not found is displayed”. 

These experimentations are carried out using two algorithms 
1. Scale invariant feature transform 
2. Canny edge detection and speeded up robust feature 

5.1 Scale invariant feature transform (SIFT): 
 

 
 
           Figure 4:  Test image 1                      Test image 2 

 
Figure 4 shows the test image set for SIFT algorithm. Here the two test images considered are the same 

images of the same person. The face portion of the image is used for further processing. Hence, we identify the face 
part from the image using computer vision toolbox in MATLAB. The red colored square box in figure 4 indicates the 
identified face portion from the image. The bounding box indicating the face portion from the image is cropped and 
the cropped image is used for further processing. 
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Figure 5: Primary features masked for test images 1 and 2 
 

Once all the primary features are masked, now it is time to locate all the SIFT features on the test image. Figure 5 
shows all the SIFT feature points located on the two test images. As the two test images are same, the number of 
feature points located will be same and at same location which is as indicated in figure 5. 

 The features points marked on the test images needs to be compared and matched for the correct recognition of the 
face image. Figure 6 shows the matching of the feature points in the two test images. The more the numbers of feature 
are matched, the greater will the chances of recognizing the face with correct match 

 
 

Figure 5: SIFT feature points detected in test images 1 and 2 
 

 
 

Figure 6: Matched feature points using SIFT 
. 
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5.2 The results for 2 different test images 

 
Figure 7:  Test image 1    Test image 2 

 
Figure 7 shows the test image set for SURF algorithm. Here the two test images considered are the 

different images of different person. The face portion of the image is used for further processing. We identify the 
face part from the image using computer vision toolbox in MATLAB.  

 

 
 

Figure 9: Canny edges detected in test images 1 and 2 
 

Canny edge detection technique is applied to the images with the masked primary features. This technique highlights 
all the facial marks, lines and scars on the face image. Figure 9 shows the canny edge detected image highlighting the 
facial marks. These highlighted marks are used by SURF algorithm for feature matching and face recognition. 

Figure 10 shows all the SURF feature points located on the two test images. As the two test images are different, the 
number of feature points located will be different and at different location which is as indicated in figure 10. 

 

 
Figure 10: Features detected using SURF 

 
 The features points marked on the test images needs to be compared and matched for the correct recognition 
of the face image. Figure 11 shows the matching of the feature points in the two test images. The more the numbers of 
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feature are matched, the greater will the chances of recognizing the face with correct match. There are least matching 
features as the two test images  are different as shown in figure 11. 
 

 
Figure 11: Matched feature points using SURF 
 

V. CONCLUSION 
 
The technique for face identification using facial marks was proposed which is capable of identifying the face correctly 
using the face marks. This proposal can be effectively used in security applications where there is a strict requirement 
of authentication security. It can also be used in various applications such as forensics, criminal identification using the 
sketch images. 
             The face identification using facial marks technique was proposed using two algorithms which are scale 
invariant feature transform and canny edge detection along with speeded up robust feature for detecting and comparing 
the feature points. 
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