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ABSTRACT: Facial expression analysis assumes a critical part in dissecting human feelings. Expression detection is 

an uncommon assignment in facial expression analysis with different potential applications. Traditional methodologies 

regularly extricate low-level face descriptors to detect smile and different expressions, for example, neutral, surprise; 

based on a robust binary classifier. This paper incorporates a detailed audit of various face detection and processing 
methodologies proposed with their pros and cons. The proposed system aims to separate significant level features by a 

well-designed model which utilize both recognition and verification signals as oversight to learn expression features, 

which helps lessen same-expression varieties and develop distinctive expression contrasts. 
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I. INTRO DUCTIO N 

When computer vision began to come to fruition as a field during the 1960s, it aimed to imitate the human visual 

system and know what computers see computerized image analysis interaction. As computer vision advanced, 

calculations began to be customized to address only difficulties. They became better at doing the work the more they 

repeated the task. In today's world, computer vision systems are a technique widely used for image processing 

algorithms to attempt to perform copying of vision at a human scale. Computer vision is the innovation behind the 

excellent camera applications that make us look at our best. 

Selfies have become a part of the lifestyle for this new generation. They help our confidence and improve how we 

take a look at ourselves, and we can share it with others. Smart selfie utilizing Computer Vision clicks users' 

photographs when they put their best self forward while expressing themselves such as smiling or expressing 

happiness. Commonly, taking a decent group selfie can be tricky; keep everybody's faces in the frame, look at the 

camera, make good expressions, try not to shake when we pose and hope no one blinks when we finally press the click 

button. A smart selfie will do that tricky part. It will click the picture once we turn on our webcam, detect facial 

expressions of all the subjects looking into the camera and save it to our system. Our work is specifically focu sing on 

an agent interacting with groups of people. 

In this proposed system, we have presented a smart selfie model, where we also aim to deploy the model in a 

responsive software component. Smart selfie Using Computer Vision has not been a much discovered  topic. This 

model will without a doubt lessen human endeavors and along these lines increment the photograph precision while 

giving the users an incredible selfie experience. 

II. RELATED WO RK 

Researcher [2] introduced a forward-thinking survey of face detection techniques, including feature-based, 

appearance-based, and knowledge-based and template matching; this mix of two acclaimed Haar-like Features and 

Neural Network in a comprehensive framework can diminish the impediments of a classifier. Furthermore, in the paper 

[4], the researcher incorporates eye blink detection calculations as Haar-like features perform well because of their 

higher calculation speed contrasted with other techniques. Authors [6] introduced the new face detection algorithm 

based on the Haar-Like feature in which it contains a weak classifier cascade classifier to determine the child window 

contains a face macro template, in line with the sub-window template was convicted human face and on the other hand 

were identified as a non-human face. The real-time emotion recognition system by [10] for recognizing the emotions 
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normal, happy, and surprised using face images with CNN architecture and face images with pre -trained models give 

better performance than the pre-trained models for recognizing the emotions in real-time video. The author proposed a 

new FER technique dependent on geometric features in [12], in which an SVM classifier is utilized to classify the 

expressions. Further exploration is required when the face is covered or turned sideways. Likewise, researchers 

proposed a system in which [15] LBP feature extraction, edge identification, reinforcing of picture attributes are a few 

points of interest of this proposed technique. The experiment by researchers [19] shows that the system utilizing the 

Harris corner detector gives a higher recognition exactness contrasted with the system utilizing the FAST corner 

detector. Further exploration should be performed to locate a superior method to figure the threshold in any case.  
  

III. PRO PO SED SYSTEM 

A. Design Considerations: 

The proposed method starts with a live video and extracts images at regular intervals. The Haar Cascade face 

recognition algorithm is then used to detect the face. Each 3x3 kernel moves across the image and performs matrix 

multiplication with every 3x3 part of the image in Haar-Cascade, enhancing some features while smudging others. Use 

sliding windows to extract 160,000+ features. 

Series of Haar-cascade classifiers will be used. The AdaBoost algorithm will be performed to s elect the best 

features among all features we calculated, most of them irrelevant. Adaboost finds the set of best weak haar-cascade 

classifiers and combines them to produce a robust classifier that will produce good results on unseen data. In this way, 

it selects the best features from 160,000+ features. By using the selected features, faces will get detected. 

Detected face images will get cropped and resize to 350*350. Once the face is identified using the Haar-Cascade 

algorithm, the features are extracted from the face, such as the mouth and eyes, using the VGG16 model. These 

features are called bottleneck features. In VGG16, the activation maps just before fully connected layers are called 

bottleneck features. Facial expressions are defined using a curious ratio computed from the characteristic points of the 

forehead, eyes, nose, and other essential features. These phrases can clearly be described as fascination, disinterest, 

happiness, and a person's enthusiasm. Based on these determined characteristics, the proposed algorithm will detect 

whether people present in the frame are making specific expressions such as joyful, neutral, or shocked. The machine 

will take photographs if all individuals observed are performing the chosen expressions. These images will be stored in 

the memory of the computer. Fig. 1 shows the flow of the proposed model. 

 

 
Fig. 1. Flow chart of the proposed system 
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B. Dataset: 

We have used a combined dataset for training our model. We created our dataset by combining three well-known 

publicly available datasets: Karolinska Directed Emotional Faces(KDEF), Japanese Female Facial Expression(JAFFE), 

and FacesDB dataset. This dataset contains seven different emotion expressions: happy, neutral, angry, afraid, 

surprised, sad, and disgusting.  KDEF has 4900 pictures of human articulations having size 562*762 pixels. While 

JAFFE has 213 pictures of 10 Japanese female subjects with 256x256 pixels and FacesDB has pictures of 38 people 

with size 640*480 pixels. The dataset contains frontal face images and faces with angles having left or right profiles of 

the face. For training, 70% of the images will be used, and the remaining 30% will be used for testing. Fig. 2 shows 

some images in the dataset.  
 

                     
 

Fig. 2. Some sample images in the KDEF, JAFFE, and FacesDB dataset                

IV. CONCLUSION  

 

 The fascinating employment of Computer Vision, from an AI angle, is image recognition, which enables a machine 

to decipher the info obtained through computer vision and categorize what it  "sees". Emotion recognition is 

undoubtedly challenging yet exciting as broad examinations have just been directed in this field for around recent 

years. We have proposed a facial expression detection and classification for Smart selfie based on CNN in the  proposed 

model. It will capture the photograph automatically from the input given through the camera. As computer vision keeps 

improving, later on, we may trust smart cameras to choose an excellent second to capture.  

REFERENCES 

 
1. A. De and A. Saha, "A comparative study on different approaches of real-time human emotion recognition 

based on facial expression detection," International Conference on Advances in Computer Engineering and 

Applications, 2015. 

2. A. Sharifara, M. S. M. Rahim and Y. Anisi, "A general review of human face detection including a study of 

neural networks and Haar feature - based cascade classifier in face detection", International Symposium on 

Biometrics and Security Technologies (ISBAST), 2014. 

3. Owusu et Ebenezer Owusu & Zhan, “A neural-AdaBoost based facial expression recognition system”, Expert 

Systems with Applications, 2014. 

4. Neetu Saini, Sukhwinder Kaur, Hari Singh, 2013, A Review: Face Detection Methods and Algorithms, 

INTERNATIONAL JOURNAL OF ENGINEERING RESEARCH & TECHNOLOGY (IJERT) Volume 02, 

Issue 06, 2013. 
5. K. Lekdioui st al.,"Facial expression recognition using face-regions," International Conference on Advanced 

Technologies for Signal and Image Processing (ATSIP), 2017. 

6. Zhang et G. Liu, X. Zhu, "Face Detection Algorithm Based on Improved AdaBoost and New Haar Features," 

2019 12th International Congress on Image and Signal Processing, BioMedical Engineering and Informatics 

(CISP-BMEI), 2019. 

7. K. Patel et Dev Mehta, "Facial Sentiment Analysis Using AI Techniques: State-of-the-Art, Taxonomies, and 

Challenges," IEEE Access ( Volume: 8), 2020. 

8. M. Khan et S. Chakraborty, "Face Detection and Recognition Using OpenCV," 2019 International Conference 

on Computing, Communication, and Intelligent Systems (ICCCIS), 2019. 

http://www.ijircce.com/


International Journal of Innovative Research in Computer and Communication Engineering 

                               | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | |Impact Factor: 7.488 | 

     || Volume 9, Issue 3, March 2021 || 
 

      | DOI: 10.15680/IJIRCCE.2021.0903171 | 

 

IJIRCCE©2021                                                           |     An ISO 9001:2008 Certified Journal   |                                              1506 

    

 

9. K. Goyal, K. Agarwal and R. Kumar, "Face detection and tracking: Using OpenCV," International Conference 

of Electronics, Communication and Aerospace Technology (ICECA), 2017. 

10. J.Sujanaa, “Real-time video based emotion recognition using convolutional neural network and transfer 

learning”, Indian Journal of Science and Technology, 2020. 

11. Dr. Nupur Giri, Sujitkumar Singh et Yash Diwan, "AI-based Smart Mirror for enhancing selfie experience" , 

International Research Jour. of Engineering and Technology (IRJET), 2020. 

12. H. Chouhayebi et J. Riffi, "Facial expression recognition based on geometric features," International 

Conference on Intelligent Systems and Computer Vision (ISCV), 2020. 

13. V. S. Priyanka, B. Hussain, and R. P. Aneesh, "Genuine Selfie detection Algorithm for Social media Using 

Image Quality Measures,"  International Conference on Circuits and Systems in Digital Enterprise Technology 

(ICCSDET), 2018. 

14. A. Mollahosseini, D. Chan and M. H. Mahoor, "Going deeper in facial expression recognition using deep 

neural networks," 2016 IEEE Winter Conference on Applications of Computer Vision (WACV). 

15. H. Hu et H. Chou, "Local Binary Pattern Special Investigation Based on Search Image Face Texture 

Recognition," International Symposium on Computer, Consumer and Control (IS3C), 2016. 

16. I. S. Z. Ugli and B. M. M. Ugli, "Optimization detection of smiling and opening eyes in faces with algorithm 

LBP," International Conference on Information Science and Communications Technologies (ICISCT), 2016. 

17. A. Kartali et M. Roglić, "Real-time Algorithms for Facial Emotion Recognition: A Comparison of Different 

Approaches," 14th Symposium on Neural Networks and Applications (NEUREL), 2018. 

18. P. Witzig et J. Kennedy, "Smile Intensity Detection in Multiparty Interaction using Deep Learning,"   2019 8th 

International Conf. on Affective Comp. and Intelligent Interaction Workshops and Demos (ACIIW), 2019. 

19. E. Royce, I. Setyawan and I. K. Timotius, "Smile recognition system based on lip corners identification," 2014 

The 1st International Conf. on Information Technology, Computer, and Electrical Engineering, 2014. 

20. C. C. Nguyen et Giang Son Tran, "Towards Real-Time Smile Detection Based on Faster Region 

Convolutional Neural Network," 1st International Conference on Multimedia Analysis and Pattern 

Recognition (MAPR), 2018. 

 

http://www.ijircce.com/


 


