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ABSTRACT: The increasing popularity of cloud storage is leading many organizations to move their data into the 

cloud. However, putting all data in one cloud causes problems such as vendor lock-in, increased service costs, and data 

availability. In this paper, we introduce DCStore, a Cloud-of- Clouds storage service designed for an organization to 

outsource their data into the clouds. To achieve the goal of cost-efficient and high-available, we combine three key 

techniques. 

First, DCStore eliminates the redundant data at client-side to save storage cost via applicationaware chunking method. 

Second, DCStore uses an inner-chunk based erasure coding scheme to distribute unique chunks across multiple clouds 

for high availability. Finally, a container-based share management strategy is used for performance optimization. 

 

I. INTRODUCTION 
 
The increasing popularity of cloud storage is leading many organizations to move their own data into the cloud. Typical 

usage examples include off-site backup, storing digital media and content distribution. Even organizations that handle 

critical data, such as medical record and financial data, are adopting cloud computing as a way to reduce costs. With 

such large amounts of critical data stored in the cloud, data availability and storage cost have become two major 

concerns for an organization. Although cloud service providers abide by strict service-level agreements (SLAs) with 

impressive up-times and response delays, experience tells us that even the best providers suffer from occasional 

outages, which can result in severe financial losses. Besides, the cloud service providers always offer different prices 

for market competition. Therefore, it is wise for customers to leverage multiple cloud storage services, called Cloud-of- 

Clouds, to improve data availability and minimize cost. 

 

In a Cloud-of-Clouds storage system, data is distributed across multiple clouds to achieve the goal of high-available 

and cost-efficient. Reliability-enhanced technologies (e.g., replication or erasure coding) are first used so that data can 

be recovered from a subset of clouds even if the remaining clouds are unavailable. For example, DuraCloud utilizes 

replication to achieve the goal of availability at very high storage overhead. Some recent studies (e.g., RACS and 

NCCloud) leverage erasure coding to tolerate cloud failures with much less storage overhead. Previous studies also 

have shown that data redundancy is moderate to high in the storage system for an organization. For instance, about 

69%-97%, 42%-68%, and 20%-30% of the data in secondary storage, primary storage, and HPC data centers, 

respectively, are redundant. Since those unnecessary redundancies incur additional cost, organizations would benefit a 

lot from clientside data deduplication before outsourcing their data into the clouds. 

 

 However, it is not easy in real life. Several factors impede this goal. First, data deduplication technology splits large 

files into a sequence of small chunks, which leads to degraded Gets/Puts performance and additional expense due to the 

extra network I/Os. For example, Amazon S3 has both a per-request and a per-byte cost when storing a file. If an 8MB 

file was split into chunks with an average size of 8KB, the request costs will increase 1,000 times. 

Second, Data deduplication reduces the reliability of the storage systems because the loss of a few critical data chunks 

can lead to many referenced files being lost. While applying erasure coding after deduplication improves data 

availability, existing works that operate erasure encoding on multiple fixed-size objects are inefficient. This problem 

will be specified in Section II-B. To handle the above-stated two challenges, we design and implement a Cloud-of-

Clouds storage service called DCStore. DCStore is designed for an organization to outsource a large group of users’ 
data into multiple clouds with cost efficiency and availability guarantees. It combines three main techniques: client-side 

data deduplication, inner-chunk encoding, and container-based share management strategy. Our experimental 
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evaluations show that DCStore can improve the performance and cost efficiency significantly, compared with some 

existing Cloud-of-Clouds storage systems (i.e., DAC and CYRUS). 

In designing and evaluating this system we make three contributions. First, through trace-driven simulation, we show 

that it is possible for an organization to minimize cost and tolerate outages using data deduplication and erasure coding 

techniques. Second, we propose an inner-chunk based erasure coding scheme and use on-demand chunk reconstruction 

to reduce storage overhead upon failures. Third, we design and implement a container-based share management 

strategy to aggregate small data shares into a single larger unit for performance optimization. 

 

II. EXISTING SYSTEM 
 
Cloud service providers abide by strict service-level agreements (SLAs) with impressive up-times and response delays, 

experience tells us that even the best providers suffer from occasional outages, which can result in severe financial 

losses 

Besides, the cloud service providers always offer different prices for market competition. Therefore, it is wise for 

customers to leverage multiple cloud storage services, called Cloud-of-Clouds, to improve data availability 

 

Disadvantages of Existing System : 
However, it is not easy in real life. Several factors impede this goal. First, data deduplication technology splits large 

files into a sequence of small chunks, which leads to degraded Gets/Puts performance and additional expense due to the 

extra network I/Os. 

  
III. PROPOSED SYSTEM 

 
We show that it is possible for an organization to minimize cost and tolerate outages using data deduplication and 

erasure coding techniques. Second, we propose an inner-chunk based erasure coding scheme and use on-demand chunk 

reconstruction to reduce storage overhead upon failures. Third, we design and implement a container-based share 

management strategy to aggregate small data shares into a single larger unit for performance optimization. 

 

Advantages of proposed System: 
We design and implement a Cloud-of-Clouds storage service called DCStore. DCStore is designed for an organization 

to outsource a large group of users’ data into multiple clouds with cost efficiency and availability guarantees. 

Our experimental evaluations show that DCStore can improve the performance and cost efficiency significantly, 

compared with some existing Cloud-of-Clouds storage systems 

 

IV. SYSTEM ARCHITECTURE OF THE PROJECT 
 

Below architecture diagram represents mainly flow of request from the users to database through servers. In this 

scenario overall system is designed in three tiers separately using three layers called presentation layer, business layer, 

data link layer. This project was developed using 3-tier architecture. 
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3-Tier Architecture: 

 

The three-tier software architecture (a three layer architecture) emerged in the 1990s to  overcome the limitations of the 

two-tier architecture. The third tier (middle tier server) is between the user interface (client) and the data management 

(server) components. This middle tier provides process management where business logic and rules are executed and 

can accommodate hundreds of users (as compared to only 100 users with the two tier architecture) by providing 

functions such as queuing, application execution, and database staging. 

 

The three tier architecture is used when an effective distributed client/server design is needed that provides (when 

compared to the two tier) increased performance, flexibility, maintainability, reusability, and scalability, while hiding 

the complexity of distributed processing from the user. These characteristics have made three layer architectures a 

popular choice for Internet applications and net-centric information systems. 

 

 Advantages of Three-Tier: 
 
  Separates functionality from presentation. 

  Clear separation – better understanding. 

  Changes limited to well define components. 

  Can be running on WWW. 

  Effective network performance. 

 

 

Screenshots: 
Homepage of the website 

 

 
 

Client register: 
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Client login: 

 
 

 

Upload file: 

 
 

View Files: 

 
 

 

 

 

 

 

 

http://www.ijircce.com/


 

International Journal of Innovative Research in Computer and Communication Engineering 

                           | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | |Impact Factor: 7.542 

|| Volume 9, Issue 10, October 2021 || 

| DOI: 10.15680/IJIRCCE.2021.0910024 | 

IJIRCCE©2021                                                      |     An ISO 9001:2008 Certified Journal   |                                                  10183 

 

 

 

Divide data 

 
  

Data is encrypted with cipher algorithm 

 
 

Login as user and request the client to send keys. 
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Secret Keys has been sent to user by client 

 
 

After entering the keys, users can see the message sent by the client.  

 
 

V. CONCLUSION 
 
In this project, we present DCStore, a deduplication-based Cloud-of-Clouds storage service that practically addresses 

the reliability of cloud storage service. DCStore not only achieves fault tolerance of storage, but also achieves cost 

savings via client-side data deduplication, inner- chunk encoding, and container-based share management strategy. Our 

lightweight prototype implementation of DCStore shows that DCStore improve the performance and cost efficiency 

significantly compared with existing Cloud-of-Clouds storage system. 
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