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ABSTRACT: Social media tools are rapidly changing the communication landscape. Over the past decade humans 
have experienced exponential growth in the use of online resources, in particular social media and microblogging 
websites such as Twitter, Facebook etc. Many companies and organisations have identified these resources as a rich 
mine of knowledge. This project focuses on implementing machine learning algorithms to extract student’s opinion 
related to their educational system from Twitter tweets. A major focus of this study was on comparing different 
machine learning algorithms for the task of tweet classification. We used Naive Bayes, Support Vector Machine and 
Random Forest algorithms for classification. The major findings were that out of the classification algorithms evaluated 
it was found that the Random forest classifier provide the highest classification accuracy for this domain. From the 
evaluation of this study it can be concluded that the proposed machine learning and natural language processing 
techniques are an effective and practical methods for tweet categorisation. 
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I. INTRODUCTION 
 
Twitter has been used as a medium for real-time information dissemination. Since its launch in 2006, the popularity 

of its use has been dramatically increasing.Social media has become one of the comfortable medium for people to share 
their feelings instinctively. According to the survey sharing of the data is high in the social sites like twitter and 
Facebook [1].  

Students share their feelings spontaneously in a relaxed, informal environment like social media more than the 
formal classroom environment. An educational researcher can use this huge amount of implicit knowledge to 
understand students experience from outside the controlled classroom environment.This understanding can inform 
institutional decision-making on enhancement of education quality. These social network data mining provide an 
opportunity to make changes in education system ultimately to make an impact on economic growth as students play a 
vital role in the future workforce. 

Evaluating such data in social network is quite a challenging process. It is therefore important to classify these topics 
into general categories for easier understanding of topics and better information retrieval. To classify tweets into these 
predefined classes, we use well known supervised learning technique called Naive Bayes, Support Vector Machine and 
Random Forest algorithms. 

 
II. RELATED WORK 

 
Due to the widespread presence of internet and growth of social media websites such as Facebook and Twitter, 

online social network analysis has become a hot research topic. A number of recent papers have addressed the 
classification of tweets .According to Goffman’s Theory [2] people will be themselves at heart and say whatever they 
feel at that particular moment with their own style of spontaneous actions when they are back-stage. The same theory is 
applied to social media where a student can post in an informal environment whatever he/she feels bravely without 
thinking what others may feel, and can say the things which he was not able to express in the formal class room 
surroundings. So the posts will be more authentic to proceed further. Most existing studies on tweet classification are 
either binary classification on relevant and irrelevant content [3] [4], or multi-class classification on generic classes 
such as news, events, opinions, deals, and private messages [5]. Sentiment analysis is another very popular three-class 
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classification on positive, negative, or neutral emotions/opinions [6]. both Davidov et al. [7] and Bhayaniet al. [8] use 
emoticons as indicators to provide noisy labels to the tweets thus minimizing human effort needed for labelling. 
However, in the case of this paper, only knowing the sentiment of student-posted tweets does not provide much 
actionable knowledge on relevant interventions and services for students. An extensive study of popular way to 
implement multi-label classifier is to transform the multi-label classification problem into multiple single-label 
classification problems. In our study, we implemented a multi-label classification model where we allowed one tweet to 
fall into multiple categories at the same time. Our classification was also at a finer granularity compared with other 
generic classifications. Our work extends the scope of data-driven approaches in education such as learning analytics 
and educational data mining. 

III. PROPOSED SYSTEM 
 
Just by knowing the sentiment of student-posted tweets does not provide much actionable knowledge for students. 

Our purpose is to achieve deeper and finer understanding of students’ experiences especially their learning-related 
issues and problems. It is more difficult to determine what student problems a tweet indicate than to determine the 
sentiment of that tweet. Therefore, our study requires a qualitative analysis, and is impossible to do in a fully 
unsupervised way. Sentiment analysis is, therefore, not applicable to our study. A major focus of this study was to 
compare the performance of different machine learning algorithms for the task of tweet classification. In our study, we 
implemented a multi-label classification model where we allowed one tweet to fall into multiple categories at the same 
time. Popular classification algorithms like Naive Bayes, Random Forest and Support Vector Machine (SVM) was used 
on the same dataset to classify the tweets into different categories.   

 

 
A. Data Methods 
 
As the twitter content is very concise and provides free APIs (Application program interface) it is easy to mine using 

twitter4j [9] and analyze the data. At first the data is collected using twitter API, later Inductive content analysis is 
performed on it. In model training and evaluation phase several multi level classifier is implemented upon some 
prominent theme categories and the performance of each classifiers are evaluated. Results will help the policy makers 
to understand the learning problems of students and to take proper decisions to overcome them. 

 
1. Data Collection 

Millions of opinions will be tweeted daily on twitter. Using the Twitter APIs twitter4j the integration of the project 
to twitter is done and the data in the form of tweets are collected by using the secret tokens of the twitter application. 
Twitter authenticates the secret tokens and allows the user to access the twitter to collects the tweets. We used several 
hastags like #engineeringproblems, #ladyEngineer, #engineeringMajors, #switchingMajors, #collegeMajors, 
#nerdStatus etc to retrieve status 
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2. Data Pre-processing 
Preprocessing of the text should be done before using classifier. Different cases followed to filter the data are 

described below  
 All the hashtags will be removed that is # sign. 
 Negative words with negative emotions will be identified .The words ending with “n’t ,none, cannot,   
 hate, sad, bad” will be replaced with “negtoken”, because negative emotions are useful for the analysis    
           purpose later on. 
 Punctuations and symbols or special characters have to be removed. 
 RT which is used to retweet and all the hyperlinks will be removed. 
 Compress the duplicate letters if they appear more than twice. 

 
3. Content Analysis 

    Rost et al. [11] argue that in large-scale social media data analysis, faulty assumptions are likely to arise if 
automatic algorithms are used without taking a qualitative look at the data. We first needed to explore what students 
were saying in the tweets. Thus, we first conducted an inductive content analysis on the data set. Inductive content 
analysis is one popular qualitative research method for manually analyzing text content. A random sample of 500 
tweets was selected and we manually examined the major problems discussed among the students. Various types of 
emotions related to learning experiences were: 

 Heavy Study Load: Students who face problems which are dominated by labs, exams, homework and     
     classes will be grouped on to heavy study load category. 
 Lack of Social Engagement: Students feel that they give up their freedom and joy time for the sake of  
     the academic works. 
 Negative Emotion: Expressing the anger, sickness, depression and disappointment will come under   
     negative emotions. 
 Sleep Problems: Students frequently suffer from lack of sleep and nightmares due to heavy study load  
     and stress. 
 Diversity Issues: Anti social image of mingling with others is termed as the diversity issue. Without   
     knowing the background all the negative comments will passed on which may cause the diversity    
     issue. 
 Others-The Long Tail: Other tweets in this category do reflect various large numbers of less common  
     problems or noisy tweets appearing in very low frequency. 

 
B. Description of algorithm used 
 
 After preprocessing words and adding all words to the feature set, our feature space is in the thousands. With 

methods such as SVM or random forests, we need to trim down our feature set to get reasonable running times. The 
following feature selection approaches are commonly used for the NB classifier: Frequency (word), LogProbRatio (word), 
ExpProbRatio (word), OddsRatio (word) and weightedOddsRatio (word) [7]. 

 
1. Naïve Bayes(NB) Multi Label Classifier  

The first learning algorithm that we tried was Naïve Bayes. Despite Naive Bayes' assumption of feature in-
dependence (an assumption which doesn't hold for natural language) it appears to perform reasonably well on our 
datasets. The algorithm works by learning the conditional probability for each particular feature, conditioned on the 
label of the training example being processed. It then makes a prediction for an unlabeled point by calculating the 
posterior probability for each class and predicting the maximizing assignment. 

 
argmax p(C = c)=∏ p(F	 = 	fi|C	 = 	c) 

               c 
The independence assumptions made in NB has the important side effect of allowing a Naive Bayes classifier handle 

a large number of features with very little sacrifices in accuracy due to the curse of dimensionality that often affects 
other learning algorithms. This is very important for text classification, where often the feature space size dwarfs the 
other relevant dataset metrics. After running Naive Bayes, we looked at the conditional probabilities of each feature, 
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and pulled out the most informative ones for each class as shown in table. One final note is that Naive Bayes is also a 
very fast classifier, it handles a large feature space without a huge time cost. 

 
2. Support Vector Machines(SVM) 

SVMs are widely known as an excellent learning model. In order to work with multi-class classifications, we looked 
at two SVM models: one-vs.-one and one-vs.-rest. The one-vs.-rest method appears to have slightly higher accuracy 
over the attitudes dataset, so we proceed with that. We trained over the same features as in previous models , and to 
preprocess the data, we used feature selection to remove linearly dependant features, and also ran stepwise discriminant 
analysis (SDA). SDA functions by selecting the feature that is most correlated with perditions, removing its variance 
from the other features and then repeating the step to add more features.  

Kernel: We experimented with two kernels: radial basis function and dot product. Again, the results are close, but 
the RBF kernel with grid search appears to outperform the dot product kernel. Using the feature selection techniques 
outlined earlier and these optimal SVM settings, we were able to achieve a very high accuracy over the topical dataset. 
Using  feature selection, RBF kernel, and a one-vs.-rest SVM classifier, we achieved higher accuracy compared to 
Naive Bayes 

 
3. Random Forest 

Random forest is an ensemble classifier that consists of many decision trees and outputs the class which is the mode 
of the class's output by individual trees [10]. Decision trees are individual learners that are combined. They are one of 
the most popular learning methods commonly used for data exploration. One type of decision tree is called CART, it 
stands for classification and regression tree. CART is a greedy, top-down, recursive partitioning that divides feature 
space into sets of disjoint rectangular regions. Random forest is one of the most accurate learning algorithms available, 
it runs efficiently on large databases and it can handle thousands of input variables. Each tree is constructed using the 
following algorithm: 

 Let the number of training cases be N, and the number of variables in the classifier be M. 
 The number m of input variables to be used to determine the decision at a node of the tree, should be    
     known in advance and m should be much less than M. 
 Choose a training set for this tree by choosing n times with replacement from all N available training  
     cases.(i.e. take a bootstrap sample). Use the rest of the cases to estimate the error of the tree, by   
     predicting their classes 
 For each node of the tree, randomly choose m variables on which to base the decision at that node.   
     Calculate  the best split based on these m variables in the training set. 
 Each tree is fully grown and not pruned (as may be done in constructing a normal tree classifier). 

For prediction a new sample is pushed down the tree. It is assigned the label of the training sample in the terminal 
node it ends up in. This procedure is iterated over all trees in the ensemble, and the average vote of all trees is reported 
as random forest prediction.  

IV. EVALUATION RESULTS 
 
Commonly used measures to evaluate the performance of classification models include accuracy, precision, recall, 

and the harmonic average between precision and recall—the F1 score. In each of the one-versus-all binary 
classification step, we can create the matrix in Table 1 for the corresponding category c. 

 
Then for this one category c, 

Accuracy a =	  
 
Precision p =	  
 
Recall r =	  
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F1 =  
 

We could achieve higher precision for each categories using the Random Forest Classifier Fig .1.Where as the SVM 
multi-label classifier failed to classify tweets into respective categories and ended up classifying more tweets into 
‘other’  category Fig .2. Fig .3 shows the total number of tweets that falls in each category as classified by the Random 
Forest Algorithm. One tweet may fall under several different categories. Results in Fig .4 shows that Random forest has 
outperformed SVM and Naive Bayes.The Random Forest classifier has not only achieved significant improvement 
from the random guessing baseline, but also exceeded the performance of state-of-the-art multi-label classifiers on our 
data set as shown below.  

 

 
Fig. 1. Precision of each categories (NE-Negative Emotions DI-Diversity Issues, SP-Sleep Problems, LSE-Lack of  social  engagement, HWL- 

Heavy Work Load) using Random Forest 
 
 
 
 

 
 

 Fig. 2. F1 score for each category using SVM 
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Fig. 3. Number of tweets for each issue detected from out test dataset by Random Forest Classifier 

 
 

 
Fig. 4. Comparison of accuracies of three classifiers 

 
V. CONCLUSION AND FUTURE WORK 

 
 Overall, Random Forest outperformed Naive Bayes and SVM. Naïve Bayes methods were able to come close to 

Random Forest accuracy. Further, our feature selection methods were able to cut down dramatically on time without 
significant accuracy penalties. Random Forest Classifier performed well, and seemed accurate enough to explore 
previously unseen tweets about a real-world event. Our study is beneficial to researchers in learning analytics, 
educational data mining, and learning technologies. Our study can inform educational administrators, practitioners and 
other relevant decision makers to gain further understanding of engineering students’ college experiences. Advanced 
natural language processing techniques can be applied in the future to provide topic recommendations and further 
augment the human analysis results, but cannot completely rule out the human effort. Other possible future work could 
analyze students’ generated content other than texts (e.g., images and videos), on social media sites other than Twitter 
(e.g., Facebook, Tumbler, and YouTube). Future work can also extend to students in other majors and other institutions 
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