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Abstract: The video statistics obtained from the API is stored into the HDFS (Hadoop Distributed File System) and the 
data processing is done by the Map Reduce system. The top 5 rated videos in each category is queried and obtained by 
the mapper and the reducer code. The entire Hadoop environment is set up and deployed on a private cloud. During the 
first seven-day focus will be on setting up the Hadoop cluster in the Open stack environment, extracting YouTube data, 
pre-processing it and creating the basic shell of the whole application. The next 3 weeks will be spent on ensuring clean 
storage of YouTube data in HDFS, writing the mapper and reducer code and displaying result on a webpage. The last 
eight days will be used to perform validation and testing to ensure proper functionality along with documentation. The 
text file output generated from the console application is then loaded from HDFS (Hadoop Distributed File System) file 
into HIVE database. Hive uses a SQL-like interface to query data stored in various databases and file systems that 
integrate with Hadoop. HDFS (Hadoop Distributed File System) is a primary Hadoop application and a user can 
directly interact with HDFS using various shell-like commands supported by Hadoop. This project uses SQL like 
queries that are later run on Big Data using HIVE to extract the meaningful output which can be used by the 
management for analysis. 
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I. INTRODUCTION 
 
Analysis of large scale data sets has been a challenging task but with the advent of Apache Hadoop, data processing is done at a very 
high speed. Processing big data demands attention because of the significant value that can be gained outof data analytics. Data 
should be available in a consistent and a structured manner which gives meaning to it. For this purpose, Apache Hadoop is employed 
to support distributed storage and processing of the data. Hadoop also favors flexibility and high amount of storage. The scope of the 
project includes setting up of a Hadoop environment in a virtual cloud cluster using Open Stack. Hadoop is a popular implementation 
of Map Reduce framework which is commonlyinstalled in a shared hardware controlled by virtual machine monitors (VMM). It is in 
this Hadoop environment where our application will do its data crunching. To summarize our project merges cloud computing and 
Hadoop to do large scale data-intensive distributed computing of data analysis jobs.There is an exponential growth in social media 
industry and with that there is a big burden of data storage & analysis.With this project we are trying to demonstrate the benefits of 
Hadoop MapReduce environment for business growthand helpful insights. A cloud platform is setup for this purpose. We have used 
mapper and the reducer classes todemonstrate the categories in which the most number of videos are uploaded is. The analyzed data 
is then displayed ina user friendly webpage for better visualization. YouTube can utilize this analysis and transforming these data 
intodecisions which has good impact on the real world. The project also helps determine the interest of the masses bystudying the 
data.The complete project is divided into four main phases of Software Development life cycle. The project follows 
Agilemethodology and all the tasks are subdivided and managed in different sprints. Using Agile approach will help usincorporate 
changes easily into the project. 
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II. LITERATURE SURVEY 
 
The concept of Big Data has been around for more than a decade – but while its potential to transform the 
effectiveness, efficiency, and profitability of virtually any enterprise has been well documented, the means to 
effectively leverage Big Data and realize its promised benefits still eludes some organizations. Ultimately, there are two 
main hurdles to tackle when it comes to realizing these benefits.The first is realizing that the real purpose of leveraging 
Big Data is to take action – to make more accurate decisions and to do so quickly. We call this situational awareness. 
Regardless of industry or environment, situational awareness means having an understanding of what you need to know, 
what you have control of, and conducting analysis in real- time to identify anomalies in normal patterns or behaviors that 
can affect the outcome of a business or process. If you have these things, making the right decision within the right 
amount of time in any context becomes much easier.Defining these parameters for any industry is not simple, and thus 
surmounting Big Data’s other remaining challenge of creating new approaches to data management and analysis is also 
no small feat. Achieving situational awareness used to be much easier because data volumes were smaller, and new 
data was created at a slower rate, which meant our world was defined by a much smaller amount of information. 
 

III. PROPOSED SYSTEM 
 
Highly scalable storage platform, because it can store and distribute very large data sets across hundreds of inexpensive 
servers that operate in parallel. Unlike traditional relational database systems (RDBMS) that can't scale to process large 
amounts of data, Hadoop enables businesses to run applications on thousands of nodes involving thousands of terabytes 
of data. It provides insight into your audience and can help you understand what it is that interests your users. Knowing 
your audience will help you to create content and marketing messages that are ideally suited to those people watching 
your videos. Hadoop enables businesses to easily access new data sources and tap into different types of data to 
generate value from the dataHadoop’s unique storage method is based on a distributed file system that basically ‘maps’ 
data wherever it is located on a cluster. 
 

IV. SYSTEM ARCHITECTURE 
 

 
 

V. MODULE DESCRIPTION 
 
HDFS processing module: 
Hadoop Distributed File System (HDFS) – a distributed file-system that stores data on commodity machines, providing 
very high aggregate bandwidth across the cluster;HDFS holds very large amount of data and provides easier access. To 
store such huge data, the files are stored across multiple machines. These files are stored in redundant fashion to rescue 
the system from possible data losses in case of failure. HDFS also makes applications available to parallel processing. 
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MapReduce module: 
An implementation of the MapReduce programming model for large-scale data processing. MapReduce is a processing 
technique and a program model for distributed computing based on java. The MapReduce algorithm contains two 
important tasks, namely Map and Reduce. Map takes a set of data and converts it into another set of data, where 
individual elements are broken down into tuples (key/value pairs). Secondly, reduce task, which takes the output from a 
map as an input and combines those data tuples into a smaller set of tuples. As the sequence of the name MapReduce 
implies, the reduce task is always performed after the map job. 
 
Clustering module: 
A Hadoop cluster is a special type of computational cluster designed specifically for storing and analyzing huge 
amounts of unstructured data in a distributed computing environment. Hadoop clusters are known for boosting the 
speed of data analysis applications. They also are highly scalable: If a cluster's processing power is overwhelmed by 
growing volumes of data, additional cluster nodes can be added to increase throughput. Hadoop clusters also are highly 
resistant to failure because each piece of data is copied onto other cluster nodes, which ensures that the data is not lost 
if one node fails. 
 
Working Of Youtube Data Aanlysis 
YouTube data using YouTube API. We will use Google Developers Console and generate a unique access key which is 
required to fetch YouTube public channel data. Once the API key is generated, a java based console application is 
designed to use the YouTube API for fetching video(s) information. The text file output generated from the console 
application is then loaded from HDFS file into Mapper. HDFS is a 
primary Hadoop application and a user can directly interact with HDFS using various shell like commands supported 
by Hadoop. Then we can use mapper to shuffle and reduce phase to aggregate the meaningful output which can be 
achieved by using reducer for analysis. 
 
Data Set Description 
 
Following are the columns in data set. 
1. 11 character ID of Video. 
2. Video uploader. 
3. Day of creation of YouTube and date of uploading video’s interval. 
4. Video’s category. 
5. Duration of Video. 
6. Count of views of the video. 
7. Video rating. 
8. No. of User rating given for the videos. 
9. No. of Comment on the videos. 
10. ID’s of related videos with up loaders 
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The Hadoop Services For Executing Mapreduce Jobs 
 
HadoopMapReduce comes with two primary services for scheduling and running MapReduce jobs. They are the Job 
Tracker (JT) and the Task Tracker (TT). Broadly speaking the JT is the master and is in charge of allocating tasks to 
task trackers and scheduling these tasks globally. A TT is in charge of running the Map and Reduce tasks themselves. 
When running, each TT registers itself with the JT and reports the number of ‘map’ and ‘reduce’ slots it has available, 
the JT keeps a central registry of these across all TTs and allocates them to jobs as required. 
When a task is completed, the TT re-registers that slot with the JT and the process repeats. 
Many things can go wrong in a big distributed system, so these services have some clever tricks to ensure that your job 
finishes successfully: 
Automatic retries - if a task fails, it is retried N times (usually 3) on different task trackers. 
 
Data locality optimizations - if you co-locate a TT with a HDFS Datanode (which you should) it will take advantage 
of data locality to make reading the data faster 
Blacklisting a bad TT - if the JT detects that a TT has too many failed tasks, it will blacklist it. No tasks will then be 
scheduled on this task tracker. 
 
Speculative Execution - the JT can schedule the same task to run on several machines at the same time, just in case 
some machines are slower than others. When one version finishes, the others are killed. 
 
Here’s a simple diagram of a typical deployment with TTs deployed alongside datanodes. 
 

 
MapReduce Service Resources 
For  more reading on the  JobTracker and TaskTracker check out  Wikipedia or the Hadoop book. I find  the apache 
documentation pretty confusing when just trying to understand these things at a high level, so again doing a web-search 
can be pretty useful. 
 
Wrap Up 
There is a lot of information on-line, but I didn’t feel like anything described Hadoop at a high-level for beginners.The 
Hadoop project is a good deal more complex and deep than I have represented and is changing rapidly. For example, an 
initiative called MapReduce 2.0 provides a more general purpose job scheduling and resource management layer called 
YARN, and there is an ever growing range of non-MapReduce applications that run on top of HDFS, such as Cloud era 
Impala. 
 
Finding Out Most Top Rated Videos On Youtube: 
The extracted data is stored in HDFS file and then the data that is stored in HDFS is passed to mapper for finding key 
and final value which will be passed to Shuffling, sorting and then finally reducer will aggregate the values. 
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2.Reducer Code 

1. Mapper code 
 

 
 
2. Reducer Code 

 
3. Configuration code 
 

 
 
4. Execution 
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5. Viewing output 

 
 
Finding Out Most Top Rated Videos On Youtube 
 
The extracted data is stored in HDFS file and then the data that is stored in HDFS is passed to mapper for finding key and 
final value which will be passed to Shuffling, sorting and then finally reducer will aggregate the values. 
1. Mapper Code: 
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2. Reducer Code: 
 

3. Configuration Code 

 
4. Execution 

 
 
5. Viewing output 

  
 

VI. CONCLUSION 
 
The big data analytics is not only important but also a necessity. In fact many companies that have successfully implemented Big 
Data are realizing competitive advantage over other companies without Big Data efforts. This project is implemented to analyze the 
YouTube Big Data and come up with different results of analysis. The output of YouTube data analysis project show key facts that 
can be extracted to other use cases as well. One of the output results shows that for a specific video id, how many likes were 
received. The number of likes or thumbs-up a video had has a direct significance to the YouTube video's ranking, according to 
YouTube Analytics. So if a company posts its video on YouTube, then the number of YouTube likes the company has could 
determine whether the company or its competitors appear more prominently in YouTube search results. Second output result gives 
us if there is a pattern of interests for certain video categories. This can be done by analyzing the comments count. 
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