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ABSTRACT:   Oral cancer is a major global health issue accounting for 177,384 deaths in 2018 and it is most 
prevalent in low- and middle-income countries. Enabling automation in the identification of potentiallymalignant and 
malignant lesions in the oral cavity would potentially lead to low-cost and early diagnosis of the disease. Building a 
large library of well-annotated oral lesions is key. As part of the MeMoSA® (Mobile Mouth Screening Anywhere) 
project, images are currently in the process of being gathered from clinical experts from across the world, who have 
been provided with an annotation tool to produce rich labels.A novel strategy to combine bounding box annotations 
from multiple clinicians is provided in this paper. Further to this, deep neural networks were used to build automated 
systems, in which complex patterns were derived for tackling this difficult task. Using the initial data gathered in this 
study, two deep learning based computer vision approaches were assessed for the automated detection and 
classification of oral lesions for the early detection of oral cancer, these were image classification withResNet-101 and 
object detection with the Faster R-CNN.Image classification achieved an F1 score of 87.07% for identification of 
images that contained lesions and 78.30% for the identification of images that required referral. Object detection 
achieved an F1 score of 41.18% for the detection of lesions that required referral. Further performances are reported 
with respect to classifying according to the type of referral decision. Our initial results demonstrate deep learning has 
the potential to tackle this challenging task. 
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I. INTRODUCTION 
 

Oral cancer is one of the most common cancers worldwide and is characterized by late diagnosis, high mortality rates 
and morbidity. GLOBOCAN estimated 354,864 new cases and 177,384 deaths in 2018. Two-thirds of the global 
incidence of oral cancer occurs in low- and middle- income countries half of those cases are in South Asia. Tobacco 
use, in any form, and excessive alcohol use are the major risk factors for oral cancer. A factor most prominent in South 
and Southeast Asia is the chewing of betel quid which generally is comprised of areca nut, slaked lime, betel leaf and 
may contain tobacco. Nowadays, these quids are available commercially in sachets and are popular in public due to 
vigorous marketing strategies. 
 
Oral cancer is typically associated with late presentation, particularly in LMICs, where more than two-thirds present at 
late stages and as a result survival rates are poor. Management of cancers, especially at the late stages, is very costly. 
The lack of public awareness and the lack of knowledge of health professionals concerning oral cancer is an important 
reason for late detection. 
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Late diagnosis does not need to be a defining attribute as oral cancer is often preceded by visible oral lesions termed as 
oral potentially malignant disorders (OPMDs) which can be detected during routine screening by a clinical oral 
examination (COE) performed by a general dentist. If a suspicious lesion is identified the patient is referred to a 
specialist for confirmation of diagnosis and further management. 
Previous studies in India reveal screening has resulted in early diagnosis, down-staging of the disease and reduction in 
mortality amongst individuals who use tobacco and alcohol. With most of the burden of oral cancer falling on LMICs 
due to the limited number of specialists and health resources, it is vital that screening programs must offer a low-cost 
and efficient approach to diagnosis. 
 

II. LITERATURE REVIEW 
  

Texture-based characteristics were the subject of the first articles in the discipline. In contrast to Thomas [18], Krishnan 
[9] utilised higher order spectra and local binary patterns, as well as rules texturing energy. [10–17], [19], and [20] are 
examples of recent works that have shifted to deep learning. In order to learn complicated patterns from massive data 
sets, deep learning employs artificial neural networks with multiple layers of neurons. Deep convolutional neural 
networks (CNNs) were employed in these articles, and their designs were based on pictures being used as inputs to the 
CNNs in question. Since AlexNet's victory in the ImageNet image classification competition in 2012, CNNs have 
grown more popular in the area of computer vision. 
 
Building frameworks around CNNs has made a lot of progress in the field of object detection (predicting bounding 
boxes and assigning each box to a specific category) for natural image datasets like Pascal VOC (Visual Object 
Classes), COCO (Common Objects in Context), and other datasets with object classes like cats, dogs, cars, and 
bicycles. Faster R-CNN [27] and Mask R-CNN [28], which could also produce object instance segmentation, were all 
part of the R-CNN family of region-based CNN techniques, which employed a two-stage procedure to create the most 
accurate object detectors to date. One-stage detectors like YOLO (You Only Look Once) and SSD (Single Shot 
Detector) may be speedier, but they are less accurate than two-stage detectors. object detection frameworks are being 
researched in the medical imaging industry. The Faster RCNN, for example, has been used to identify colon polyps 
[31] and to categorise lesions on mammograms [32] Cold sores (herpes labialis) and canker sores, which are innocuous 
mouth sores, were detected by Anantharaman [20] using a collection of 40 oral pictures and the Mask R-CNN. [20] 
(aphthous ulcers). Because "instance segmentation" replaced "bounding box detection," the application was given a 
passing grade. 

  
III. EXISTING SYSTEM 

 
Only a few research on oral cancer have made use of AI technologies. Using chemicals in patients' saliva, researchers 
have developed a model that could distinguish between oral cancer and periodontitis using machine learning. Using a 
deep learning algorithm, they were able to determine the tumor's lymphocyte infiltration rate and forecast its prognosis 
for oral SCC. For the purpose of discovering novel genes associated with oral SCC, Chen et al. (2019) employed one-
class learning algorithms, while Chu et al. (2020) reported on the application of machine learning algorithms to predict 
how oral cancer therapy would proceed (Chen et al., 2019; Chu et al., 2020; Shaban et al., 2019). When investigated by 
fiber-optic Raman spectroscopy following surgical excision, deep CNNs were shown to be very excellent at 
recognising the difference between tongue SCC and normal tissues. It was discovered in a recent systematic review that 
most studies using CNNs for the histological identification of oral precancerous and cancerous lesions had a substantial 
bias risk. 
 
Problem Statement 
In spite of the fact that the mucosa of the mouth is easily observable, oral cancer is frequently discovered at a late stage. 
Early detection of oral cancer may be made possible at a reasonable cost by using artificial intelligence to detect 
changes in the oral mucosa that seem worrisome. 
 
Proposed Solution 
When developing automated systems to detect oral cancer early, it is critical to gather clinically labelled data that may 
be utilised to identify the disease. Deep learning can only be effective if it is used on a wide scale. In order to develop 
this dataset and provide clinical professionals with the tools they need to make detailed annotations, this project is a 
partnership between individuals from several disciplines of study. Annotations on bounding boxes from multiple 
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physicians may be combined in a novel manner. This data let us test two distinct methods for automatically finding and 
classifying oral lesions: a deep learning-based image classification framework and an object identification framework. 
  
 Proposed Objectives 
 To get the data from different hospitals or a central database of data. 
  To use a deep learning neural network to pull out features from pictures of different patients. 
 To suggest a deep learning-based method for separating healthy people from people with oral lesions using 
images. 
 To talk about how well different deep learning approaches work. 

  
 

System Design 

System Architecture  
 

 
Fig.1: Outline of the faster R-CNN object detection framework applied to four- 

classoral lesion detection. 
 

Detailed description of the methodology 
Computer vision's object detection employs a bounding box to locate items in an image and determine to which class 
they belong [37]. Faster R-CNN [27], based on deep learning and combining categorization and bounding box 
regression, was utilised to locate objects. Step one of the Faster R-CNN was accomplished in two stages. As a first 
phase, the region proposal network (RPN) generated a limited number of object/region suggestions, each of which was 
given a score based on how similar it was to an actual item. As part of the "detection network," area ideas were broken 
down into two categories: item types and backgrounds. The convolution layers in both networks were identical. The 
framework, which was a CNN article, has several common layers (which can also be called the base CNN). 
Convolutional interpolation added rich hierarchical characteristics to the input picture. 
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Consider the RPN as transmitting an image to each point on the feature map by using a CNN as a back-end. A 3 x 3 
pixel input is all that is needed for this. There were a number of anchors of various sizes and aspect ratios, all of which 
were bound by the same procedure (which made reference to the original image). Using a binary classification system, 
the tiny network determined whether or not an anchor was an item based on its bounding box coordinates as determined 
by a regression layer. The RPN was able to do all of this in a completely convolutional manner. As a result, the picture 
was littered with a grid of region ideas. After that, the NMS was switched off, and only the best area suggestions were 
provided to the detection network thereafter. Each of the remaining region suggestions was converted into a tiny, fixed-
size area on the feature map from the basic CNN using a pooling layer called RoIPool [26]. Next, a regression layer and 
a softmax classification layer were used by the detection network to provide more precise bounding box coordinates for 
each suggested area as well as an item class and a confidence score. Until recently, the only NMS detections were 
based on classes. More details may be found in the original article [27]. 
We used ResNet-101 [33] and the feature pyramid network [38] as the basis CNN for our model due to updates to the 
original Faster R-CNN publication [27]. It was also found that replacing the RoIPool layer with the RoIAlign layer 
improved the Mask R-CNN [28]. For the Faster R-CNN model, the COCO dataset [24], which contains 328,000 
pictures divided into 80 groups, was employed as a source of transfer learning. [21] Prior to this, we had previously 
trained ResNet-101 on the ImageNet dataset [21]. Frozing the layers preceding conv5 1 of the basic CNN and utilising 
our oral lesion dataset to fine-tuning the remainder of the system resulted in the best model being built. It was necessary 
to develop three distinct object detection models in order to assess the complexity of the job (detailed below). Our 
models transmit the bounding boxes, class, and confidence score for each detection. To account for each model's 
number of distinct classes, the number of softmax classification neurons in the detection network was determined. 
       
  

IV. RESULTS AND DISCUSSION 

 
 
Fig.2: Above image describes the prediction of oral cancer after uploading the image which represents the oral 

cancer condition 
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Fig.3: Above image describes the prediction of oral cancer after uploading the image which represents the non-

oral cancer condition. 
 

V. CONCLUSION 
 
This project has discussed the collection and annotation of images from the oral cavity and demonstrated results for 
automating the early detection of oral cancer. The contribution of this project is a novel strategy to combine bounding 
box annotations from multiple clinicians; followed by the assessment of two different deep learning-based approaches 
to provide a solution to automation. Our promising initial results demonstrate the effectiveness of deep learning and 
suggest it has the potential to tackle this challenging task. Performances are set to increase as the dataset grows and this 
will have a significant impact in lowand middle-income countries where health resources are limited. 
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