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ABSTRACT: This paper deals with the different statistical functionality of Indian administrative data by using 
GEODA tool. Spatial mining is an emerging interdisciplinary research area that mainly felicitates to take effective 
decisions with regard to the development of India in the taluk levels. The data comprises 2340 instances and 14 
attributes. The results provides us with a natural path through an empirical data analysis and geovisualization moving 
on to exploration, spatial autocorrelation analysis. 
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I. INTRODUCTION 
 

Spatial Data Mining is the process of discovering interesting and previously unknown, but potentially useful patterns 
from large spatial datasets [1]. Extracting interesting and useful patterns from spatial datasets is more difficult than 
extracting the corresponding patterns from traditional numeric and categorical data due to the complexity of spatial data 
types, spatial relationships, and spatial autocorrelation. 
 
Spatial databases reside terabytes of spatial data that may be obtained from topographic maps, aerial photos, satellite 
images, medical equipment’s, laser scanners, video cameras among others in public and private organizations which 
also access several databases comprising census, economic, security, and statistical information for enterprise business 
processes[2]. It is costly and often unrealistic for users to examine spatial data in detail and search for meaningful 
patterns or relationships among data. Spatial data mining (SDM) aims to automate such a knowledge discovery process 
in large databases along with visual exploration techniques for correct communication. 
 
Voluminous geographic data have been and continue to be, collected with modern data acquisition techniques such as 
Global Positioning Systems (GPS), high-resolution remote sensing, location-aware services and surveys and internet-
based volunteered geographic information [3]. There is an urgent need for effective and efficient methods to extract 
unknown and unexpected information from spatial data sets of unprecedentedly large size, high dimensionality and 
complexity. To address these challenges, spatial data mining and geographic knowledge discovery has emerged as an 
active research field, focusing on the development of theory, methodology and practice for the extraction of useful 
information and knowledge from massive and complex spatial databases. 
 
The number and the size of spatial databases, such as geographic or medical databases, are rapidly growing because of 
the large amount of data obtained from satellite images, computer tomography or other scientific equipment. 
Knowledge discovery in databases (KDD) is the process of discovering valid, novel and potentially useful patterns 
from large databases. Typical tasks for knowledge discovery in spatial databases include clustering, characterization 
and trend detection [4]. The major difference between knowledge discovery in relational databases and in spatial 
databases is that attributes of the neighbours of some object of interest may have an influence on the object itself. 
Therefore, spatial knowledge discovery algorithms heavily depend on the efficient processing of neighbourhood 
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relations since the neighbours of many objects have to be investigated in a single run of a typical algorithm. Thus, 
providing general concepts for neighbourhood relations as well as an efficient implementation of these concepts will 
allow a tight integration of spatial knowledge discovery algorithms with a spatial database management system. This 
will speed-up both, the development and the execution of spatial KDD algorithms. 
 
Related Work  
No doubt most of the related works have used Spatial Data Mining Techniques but their objectives and analysis are 
different. Some of the recent works are from [2], [3], [6], [7], [10], [12], and [14] 
 

II. SPATIAL DATA MINING TECHNIQUES 
 

Spatial clustering is a process of grouping a set of spatial objects into clusters so that objects within a cluster have high 
similarity in comparison to one another, but are dissimilar to objects in other clusters. For example, clustering is used to 
determine the “hot spots” in crime analysis and disease tracking. Hot spot analysis is the process of finding unusually 
dense event clusters across time and space. Many criminal justice agencies are exploring the benefits provided by 
computer technologies to identify crime hot spots in order to take preventive strategies such as deploying saturation 
patrols in hot spot areas. Spatial clustering can be applied to group similar spatial objects together; the implicit 10 
assumption is that patterns in space tend to be grouped rather than randomly located. However, the statistical 
significance of spatial clusters should be measured by testing the assumption in the data. The test is critical before 
proceeding with any serious clustering analyses [5]. 
 
The goal of cluster analysis is to partition a set of spatial objects into clusters so that objects within a cluster have 
similarity in comparison to one another, but are dissimilar to objects in other clusters. The application range of cluster 
analysis is enormous. There is now a well-established body of literature on application of cluster analysis in the context 
of spatial research and environmental research. For example, the authors provides an overview of studies about using 
cluster analysis to group cities and towns [6] [7]. 
 

III. METHODOLOGY 
 

The present work employs the following statistics components for the data set considered. 
GeoDa [8] a free software program intended to serve as a user­ friendly and graphical introduction to spatial analysis 
for non­geographic information systems (GIS) specialists. It includes functionality ranging from simple mapping to 
exploratory data analysis, the visualization of global and local spatial autocorrelation, and spatial regression. A key 
feature of GeoDa is an interactive environment that combines maps with statistical graphics, using the technology of 
dynamically linked windows.GeoDa[9] is the latest incarnation of a collection of software tools designed to implement 
techniques for exploratory spatial data analysis (ESDA) on lattice data. It is intended to provide a user friendly and 
graphical interface to methods of descriptive spatial data analysis, such as autocorrelation statistics and indicators of 
spatial outliers. 
 
In a quantile map, the data are sorted and grouped in categories with equal numbers of observations, or quantiles. The 
Quantile Map command invokes a simple dialog to specify the number of quantiles or categories. A Box Map is a 
special case of a quartile map where the outliers are shaded differently. As a result, there are six legend categories: four 
base categories (one for each quartile), one for outliers in the first quartile (extremely low values) and one for outliers 
in the fourth quartile (extremely high values).A Percentile map is also a special case of a quantile map. In this case, no 
additional categories are created, but the categories are grouped to accentuate the extreme values. 
 
Global spatial autocorrelation analysis is handled in GeoDa by means of Moran’s I spatial autocorrelation statistic and 
its visualization in the form of a Moran Scatter Plot. The Moran Scatter Plot is a special case of a Scatter Plot and as 
such has the same basic options. It is linked to all the graphs and maps in the project, allowing full brushing.After the 
variable of interest and a spatial weights file are specified, a window is created with a scatter plot that shows the spatial 

http://www.ijircce.com


  
           

                           
                           ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798   

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijircce.com 

Vol. 5, Issue 1, January 2017 

Copyright to IJIRCCE                                                              DOI: 10.15680/IJIRCCE.2017. 0501186                                         1262       

 

lag of the variable on the vertical axis and the original variable on the horizontal axis. 
 
A bivariate Moran’s I is scatter plot with the spatial lag of the first variable on the vertical axis and the second variable 
on the horizontal axis. Both variables are standardized internally (such that their mean is zero and variance one), and 
the spatial lag operation is applied to the standardized variables. 
 

IV. DATA SET DESCRIPTION 
 

Geographic Information System(GIS) has become an important tool for managing, analysing and decision making, by 
seamlessly combining both spatial and non-spatial data, promising to enhance the delivery of public goods and services 
to citizens not only by improving the processes and management of government, but also by redefining the traditional 
concepts of information handling [10]. In India, a vast volume of spatial data sets have been generated through GIS 
projects undertaken by several departments and agencies, hence the key challenge is to integrate and coordinate these 
varied and disparate efforts to build a GIS structure for the state as a whole. 
The data set used in the present investigation for our example will focus on the Indian administrative data sets. The 
description is as follows: 
% Data on Indian Administrative Area. 
% no of instances = 2340 
% no of attributes = 14 
 

V. EXPERIMENTS AND RESULTS 
 

This section contains the results of the experiments conducted on the Indian administrative data sets mentioned earlier. 
This data set consists of 2340 instances with 14 attributes. As mentioned earlier, the main objective of the present 
analysis is to predict different statistical techniques to take effective decisions. 
 
Figure 1 and 2 represent the different types of maps for the given data: 
In a quantile map, the data are sorted and grouped in categories with equal numbers of observations, or quantiles. A 
standard deviational map groups observations according to where their values fall on a standardized range, expressed as 
standard deviational units away from the mean. The Standard Deviational Map creates a choropleth map with the 
categories corresponding to multiples of standard deviational units. A Percentile map is also a special case of a quantile 
map. In this case, no additional categories are created, but the categories are grouped to accentuate the extreme values. 
 
Figure 3,4,5,6 and 7 represents the following statistical results for the given data. Local spatial autocorrelation analysis 
is based on the Local Moran LISA statistics. This yields a measure of spatial autocorrelation for each individual 
location. Both Univariate LISA as well as Multivariate LISA are included in GeoDa. The latter is based on the same 
principle as the Bivariate Moran’s I, but is localized. In addition, the LISA can be computed for EB Standardized 
Rates. 
 
Moran Scatter Plot for EB Rates deals with variance instability for rates or proportions, which served as the motivation 
for applying smoothing techniques to maps may also affect the inference for Moran’s I test for spatial autocorrelation. 
Bivariate Moran Scatter Plot I creates a scatter plot with the spatial lag of the first variable on the vertical axis and the 
second variable on the horizontal axis. Both variables are standardized internally (such that their mean is zero and 
variance one), and the spatial lag operation is applied to the standardized variables. 
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Fig. 1 Classification of different MAPs using GeoDA 

 

Fig. 2 Conditional MAP using GeoDA 

http://www.ijircce.com


  
           

                           
                           ISSN(Online): 2320-9801 
              ISSN (Print):  2320-9798   

International Journal of Innovative Research in Computer 
and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijircce.com 

Vol. 5, Issue 1, January 2017 

Copyright to IJIRCCE                                                              DOI: 10.15680/IJIRCCE.2017. 0501186                                         1264       

 

 

Fig. 3 Bivariate Local Morans using GeoDA 

 

Fig. 4 Univariate, Bivariate and Moran’s I with EB rate usingGeoDA 
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Fig. 5Local G Statistics using GeoDA 

 

Fig. 6 Univariate Local Morans using GeoDA 
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Fig. 7 Local Morans with EB rate using GeoDA 

 
VI. CONCLUSION 

 
In this paper, experiments on Indian administrative data set are conducted to study the behaviour of the different 
GeoDa functionalities. The data set comprises 2340 instances with 14 attributes. The raw data is obtained from the data 
on Indian Administrative Area and the results obtained are discussed in detail. These results provide an excellent 
platform for making effective decisions. In developing country like India, by using the above results we can do 
implementation and monitoring of national and regional development strategies in state, district and taluk level. All the 
above results are being promoted and sponsored by public administrations because geographic information is a basic 
resource for their operational work. 
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